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Introductions

lan Duncan, FSA, FIA, FCIA, MAAA

-Founder and former president, Solucia Consulting (now
SCIO Health Analytics).

-Board member, Massachusetts Health Insurance
Connector Authority.

-Professor of Actuarial Statistics, University of California
Santa Barbara, and Research Prof. Dept. of Healthcare
Administration, Georgetown.

-Author of several books and peer-reviewed studies on
healthcare management and predictive modeling

-Principal investigator of a multi-year actuarial analysis
of Massachusetts Reform
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What we will cover in lecture 1

\What is health risk?
*Typical Claims cost distributions.
 Member transitions over time.

*Traditional (Actuarial) methods of risk prediction:
o Age/sex
* Prior Cost
* Prediction using Clinical Conditions.

*Re-cap: on to Lecture 2!
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Definition of Risk

RISK = F (Loss amount; Probability)

*Another way of saying this is that Risk is a function of Frequency (of
occurrences) and Severity of the occurrence.

*In healthcare, we are interested in many different states. Most
frequently actuaries are interested in Financial Loss, which occurs
because an event imposes a cost on an individual (or employer or other
interested party). To a clinician, however, a loss could have a different
meaning: it could be a loss of function, such as an inability to perform at
a previous level or deterioration in an organ.
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Typical Distribution of Population health cost
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* Distribution of allowed charges within the Solucia Consulting database (multi-million member national database).
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Key Concept: Member Transition

*A key concept in understanding health risk is that, while the shape of
the distribution remains stable over time, the composition of the
distribution changes constantly.

*Said another way: yesterday’s high-cost individual isn’t going to be
tomorrow’s.

Let’s take a look at some real data.
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Key Concept: Member Transition

Baseline Year

Sequent Year

Baseline

Baseline Year | percentage LOW MODERATE HIGH
Cost Group Membership <$2,000 | $2,000-$24,999 | $25,000+
LOW ( 69.5% ) 57.4%
<$2,000 ~—— 11.7%

0.4%
MODERATE 28.7% 9.9%
$2,000-$24,999 17.7%

1.1%
HIGH 1.8% 0.2%
$25,000+ 0.9%

0.6%
TOTAL 100.0% 67.6% 30.3% 2.2%
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Key Concept: Member Transition

Baseline Year

Sequent Year

Baseline

Baseline Year | percentage LOW MODERATE HIGH
Cost Group Membership <S$2,000 S2,000-S24,999 $25,000+
LOW 69.5% 57.4%
<$2,000 11.7%

0.4%
MODERATE 28.7% 9.9%
$2,000-524,999 17.7%

1.1%
HIGH 1.8% 0.2%
$25,000+ 0.9%

—86%

TOTAL 100.0% 67.6% 30.3% ( 22% )
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Key Concept: Member Transition

Baseline Year Sequent Year PMPY CLAIMS
MODERATE
Baseline Year Mean Per LOW $2,000-
Cost Group Capita€est <$2,000 $24,999 HIGH $25,000+
Low | $51037 |) $453.24
<$2,000 | ~—_—" $5,282.58
$56,166.54
MODERATE $6,157.06 $888.30
$2,000- $6,803.91
$24,999 $49,701.87
HIGH $55,197.12 $907.47
$25,000+ $10,435.51
$73,164.49
TOTAL $518.72 $6,325.46 $57,754.19
67.6% 30.3% 2.2%
AVERAGE $3,090.36 $3,520.09
TREND 13.9%
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Key Concept: Member Costs Fl
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Key Concept: Group costs are more stable

Group Healthcare Costs
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The Importance of Predicting Member Transition

We have seen what happens in the “real world.” It is important to
understand what is likely to happen to member cost, both from a
financial projection perspective and from a medical management
perspective.

*Financial Management: Health plans undertake to provide unlimited
medical services to members in return for a fixed premium payment. A
plan that underestimates the likely costs of health plan members can
incur significant losses.

*Healthcare Management: An important concept for a health plan with
limited resources is choose which of its members to provide medical
management for; ideally, we would like to identify the 0.5% of low-cost
members who will be very high cost the following year.
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Traditional (actuarial) Risk Prediction

Age/Sex: although individuals of the same age and sex represent a range of
risk profiles and costs, groups of individuals of the same age and sex
categories follow more predictable patterns of cost. The majority of non-
Government healthcare is financed by employer groups.

Relative Cost PMPY by Age/Sex
Male Female Total
<19 $1,429 51,351 $1,390
20-29 51,311 S2,734 $2,017
30-39 $1,737 $3,367 $2,566
40-49 $2,547 $3,641 S3,116
50-59 $4,368 S4,842 S4,609
60-64 $6,415 $6,346 $6,381
Total S2,754 $3,420 $3,090
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Traditional (actuarial) Risk Prediction

Under the Affordable Care Act (ACA) traditional methods of risk management
are not allowed. Rates must be uni-sex and subject to 3:1 compression.
Applying these rules to our previous example, we derive:

Relative Cost PMPY by Age/Sex

Risk-based Compressed Subsidy
<19 S 1,390 $/1,627 S (237)
20-29 S 2,017 ﬁ 2,055 S (38)
30-39 S 2,566 / S 2,597 S (31)
40-49 $ 3116 / $ 3,280 $  (164)
50-59 S 4,60 S 4,144 S 465
60-64 S %81 S/4,881 S 1,500
Total 3000 1+ $ 3,090 5 -

3:1 Rate Compression
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Typical Age/Sex Prediction (Manual Rating)

Age/Sex: Relative costs for different age/sex categories can be expressed as
relative risk factors, enabling us to assess the “average” risk of an
individual, or the overall (relative) risk of a population.

Relative Costs Using_Age/Sex Factors

Male Male Female Female Weighted

Risk Factor Number Risk Factor Number Number
<19 0.46 4 0.44 12 7.12
20-29 0.42 12 0.88 19 22.00
30-39 0.56 24 1.09 21 36.33
40-49 0.82 30 1.18 24 52.92
50-59 1.41 15 1.57 12 39.99
60-64 2.08 3 2.05 1 8.29
Total 0.89 88 1.11 89 166.65
Total Membership L

Relative age/sex factor @D

Based just on age/sex, this group is less risky than average.

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.



Accuracy of Traditional Risk Prediction

Traditional (Age/Sex) risk prediction is somewhat accurate at the
population level. Larger group costs are more predictable than smaller

groups.
Demographic Factors as Predictors of Future Health Costs
. Difference**
Age/Sex Factors Factor Ratio (Predicted-Actual)
Number Subsequent |Subsequent/|Predicted| Actual
Employer | of lives | Baseline Year Average Cost* Cost S %
1 73 1.37 1.42 138% $4,853 | $23,902 |($19,049)| -392.5%
2 478 0.74 0.76 74% $2,590 | 52,693 (S102) -3.9%
3 37 0.86 0.87 84% §2,965 | $1,339 | S1,626 54.8%
4 371 0.95 0.97 95% $3,331 | $3,325 $6 0.2%
5 186 1.00 1.03 100% $3,516 | S$3,345 $170 4.8%
6 19 1.80 1.85 180% $6,328 | $10,711 | ($4,383) | -69.3%
7 359 0.95 0.97 94% §3,315 | S$3,401 (587) -2.6%
8 543 0.94 0.96 93% $3,269 | S3,667 ($398) -12.2%
9 26 1.60 1.64 159% §5,595 | $5,181 $414 7.4%
Average 1.00 1.03 1.00 $3,520 | S$3,520 S - 0.0%
Sum of absolute Differences (9 sample groups only) $26,235
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Prior Experience adds to accuracy

To account for the variance observed in small populations, actuaries typically
incorporate prior cost into the prediction, which adds to the predictive accuracy.
A “credibility weighting” is used. Here is a typical formula:

Expected Cost = Pnor Year Cost X Trend X Z+Book of Basiness Costx (1—Z)

where z=(,#;)" and N is the number of members in the group.

Combination of Age, Sex, and Prior Cost as Predictor of Future Experience
Cost PMPY Difference vs. Actual
No. of | Credibility Subsequent Year | Subsequent Difference

Employer | lives Factor Baseline Pre-dicted Year Actual Difference (% of Actual)

1 73 0.19 $27,488 $9,908 $23,902 ($13,994) -141.2%

2 478 0.49 $1,027 $2,792 $2,693 $100 3.6%

3 37 0.14 $1,050 $2,724 $1,339 $1,385 50.9%

4 371 0.43 $2,493 $3,119 $3,325 ($205) -6.6%

5 186 0.30 $3,377 $3,617 $3,345 $271 7.5%

6 19 0.10 $11,352 $6,971 $10,711 ($3,739) -63.6%

7 359 0.42 $2,008 $2,880 $3,401 ($522) -18.1%

8 543 0.52 $2,598 $3,108 $3,667 ($559) -18.0%

9 26 0.11 $3,022 $5,350 $5,181 $169 3.2%
Average $3,090 $3,520 $3,520 S - 0%

Sum of absolute Differences (9 sample groups only) $20,944
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What does Clinical information tell us about risk?

Having information about a patient’s condition, particularly chronic condition(s)
is potentially useful for predicting risk.

How well do standardized costs predict individual member costs?

Relative|Cost PMPY bylAge/Sex
Male Female Total
<19 51,429 $1,351 $1,390
20-29 51,311 $2,734 $2,017
30-39 $1,737 $3,367 $2,566
40-49 $2,547 $3,641 $3,116
50-59 54,368 54,842 $4,609
60-64 $6,415 $6,346 $6,381
Total $2,754 $3,420 $3,090
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What does Clinical information tell us about risk?

Having information about a patient’s condition, particularly chronic condition(s)
is potentially useful for predicting risk.

Condition-Based Vs. Standardized Costs
Standardized| Condition-Based
Actual Cost Cost Cost/ Standardized
Member| Age | Sex Condition (Annual) (age/sex) Cost (%)
1 25 M [None S863 S$1,311 66%
2 55 F |None S2,864 $4,842 59%
3 45 M |Diabetes S5,024 S2,547 197%
4 55 F |Diabetes $6,991 S4,842 144%
5 40 | m |Piabetesand Heart $23,479 $2,547 922%
conditions
6 40 M [Heart condition $18,185 $2,547 714%
Breast Cancer and 0
7 40 F other conditions $28,904 S3,641 794%
8 6o | p [|BreastCancerand $15,935 $6,346 251%
other conditions ! ! °
9 50 | m |UneCancerandother | o/, g $4 368 955%
conditions
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Risk Groupers predict relative risk

Commercial Risk Groupers are available that predict relative risk based on
diagnoses. Particularly helpful for small groups.

Application of Condition Based Relative Risk

Difference
Cost PMPY (Predicted-Actual)
Number | Relative
Employer | of lives | Risk Score | Predicted | Actual S %
1 73 8.02 $28,214 | $23,902 54,312 15.3%
2 478 0.93 $3,260 $2,693 5568 17.4%
3 37 0.47 $1,665 $1,339 $326 19.6%
4 371 0.94 $3,300 $3,325 ($25) -0.8%
5 186 1.01 $3,567 $3,345 $222 6.2%
6 19 4.14 $14,560 | $10,711 $3,850 26.4%
7 359 0.84 $2,970 $3,401 (5432) -14.5%
8 543 0.80 $2,833 $3,667 ($834) -29.4%
9 26 1.03 $3,631 $5,181 ($1,550) -42.7%
Average S - 0.0% S - 0.0%
Sum of absolute Differences (9 sample groups only) $12,118
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Lecture 1 Recap

In this lecture we have seen:

*How Healthcare risk is a function of Amount and Probability;
*The typical, skewed distribution of healthcare costs;

*How member costs fluctuate from year-to-year, and how members move
between cost levels over time;

*How standardized costs are used to predict the cost of a group, and the
accuracy (or lack of accuracy) of that method;

*How predictive accuracy can be improved with information about member
diagnosis.

In the next lecture we will look at other methods for estimating relative risk.
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Lecture 2: Condition and Risk ldentification

e At the heart of predictive modeling! How do we introduce
members’ diagnostic information into the identification of risk?

e Who?
e \What common characteristics?

e What are the implications of those characteristics?

e There are many different algorithms for identifying member
conditions. THERE IS NO SINGLE AGREED FORMULA.

e Condition identification often requires careful balancing of
sensitivity and specificity.
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Diabetics can be identified in different ways:

Physician Referral/ High
Medical Records/EMRs

Lab tests High
Claims Medium
Prescription Drugs Medium
Self-reported Low/medium

Medical and Drug Claims are often the most practical method of

identifying candidates for predictive modeling.

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.
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Identification - example (Diabetes)

Inpatient Hospital Claims — ICD-9 Claims Codes

/c‘o( CODE TYPE |DESCRIPTION

250.xx \ ICD-9 CM  |Diabetes Mellitus

357.2 ICD-9 CM |Poyneuropathy in diabetes

362.0; \ ICD-9 CM |Diabetic Retinopathy

362.0x

366.41 || 1CD-9CM |Diabetic Cataract

648.0 - ICD-9 CM |Diabetes Mellitus (as other current condition in
648.04 mother) classifiable elsewhere but complicating

pregnancy or childbirth

/

Codes in the 250 series ending in 1 or 3 (e.g. 250.x3) denote Type 1 diabetes
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Diabetes - additional procedure codes

CODE CODE TYPE |DESCRIPTION
G108; HCPCS Diabetic outpatient self-management training, individual or
G109 group
1815 HCPCS Insulin injection; per 5 units
67227 CPT4 Destruction of extensive or progressive retinopathy, one or
more sessions, cryotherapy, diathermy
67228 CPT4 Destruction of extensive or progressive retinopathy, one or
more sessions, photocoagulation (laser or xenon arc).
996.57 ICD-9 CM Mechanical complications due to insulin pump
V45.85 ICD-9 CM Insulin pump status
V53.91 ICD-9 CM Fitting/adjustment of insulin pump; insulin pump titration
V65.46 ICD-9 CM Encounter for Insulin pump training
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Diabetes - drug codes

Insulin or Oral Hypoglycemic Agents are often used to identify members. A
simple example follows; for more detail, see the HEDIS code-set.

This approach is probably fine for Diabetes, but may not work for other
conditions where off-label use is prevalent.

Insulin

2710* Insulin**
OralAntiDiabetics

27207 Sulfonylureas**
2723 Antidiabetic - Amino Acid Derivatives™*
2725° Biguanides™
2728 Meglitinide Analogues™*
2730° Diabetic Other**
27407 Reductaselnhibitors**
27507 Alpha-Glucosidase Inhibitors**
2760 Insulin Sensitizing Agents**
2799” Antiadiabetic Combinations**
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Algorithm Development: Diabetes Example

Not all diabetics represent the same level of risk. Different diagnosis codes help

identify levels of severity.

Codes for Identification of Diabetes Severity

Diagnosis Code
(ICD-9-CM) Code Description
250.0 Diabetes mellitus without mention of complication
5501 Diabetes with ketoacidosis (complication resulting from
' severe insulin deficiency)
2502 Diabetes with hyperosmolarity (hyperglycemia (high
' blood sugar levels) and dehydration)
250.3 Diabetes with other coma
Diabetes with renal manifestations (kidney disease and
250.4 . o .
kidney function impairment)
250.5 Diabetes with ophthalmic manifestations
Diabetes with neurological manifestations (nerve damage
250.6 .
as a result of hyperglycemia)
250.7 Diabetes with peripheral circulatory disorders
250.8 Diabetes with other specified manifestations
250.9 Diabetes with unspecified complication
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Algorithm Development: Diabetes Example

Relative Costs of Members with Different Diabetes Diagnoses

Diagnosis Code Description Average cost Relative
ICD-9-CM P PMPY cost
250 A diabetes diagnosis without a fourth digit (i.e., 250 only). $13,258 105%
250.0 Diabetes mellitus without mention of complication $10,641 85%
2501 Dlabete:'s wth ketpgudoms (complication resulting from $16,823 134%

severe insulin deficiency)
250.2 Diabetes with hyperosmolarity (hyperglycemia (high blood 426,225 208%

sugar levels) and dehydration)
250.3 Diabetes with other coma $19,447 154%
Diabetes with renal manifestations (kidney disease and
kidney function impairment)

250.5 Diabetes with ophthalmic manifestations $11,834 94%
Diabetes with neurological manifestations (nerve damage

250.4 $24,494 195%

250.6 . $17,511 139%
as a result of hyperglycemia)
250.7 Diabetes with peripheral circulatory disorders $19,376 154%
250.8 Diabetes with other specified manifestations $31,323 249%
250.9 Diabetes with unspecified complication $13,495 107%
357.2 Polyneuropathy in Diabetes $19,799 157%
362 Other retinal disorders $13,412 107%
366.41 Diabetic Cataract $13,755 109%
Diabetes mellitus of mother complicating pregnancy
648 childbirth or the puerperium unspecified as to episode of $12,099 96%
care
TOTAL $12,589 100%
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Algorithm Development: Diabetes Example

Which leads to a possible relative risk severity structure for diabetes:

A Possible Code Grouping System for Diabetes

Severity Level | Diagnosis Codes Included Average Cost | Relative Cost
1 250; 250.0 $10,664 85%
2 250.5; 250.9; 362; 366.41; 648 $12,492 99%
3 22(7);, 250.3; 250.6; 250.7; $18,267 145%
4 250.2; 250.4 $24,621 196%
5 250.8 $31,323 249%
TOTAL (All diabetes codes) $12,589 100%
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Risk (Condition) Groupers

Codes define important variables like Diagnosis (ICD-9 or 10; HCPS; V and
G codes); Procedure (CPT); Diagnosis Group (DRG — Hospital); Drug
type/dose/manufacturer (NDC; J codes); lab test (LOINC); Place of service,
type of provider, etc. etc.

As we have seen with the simple diabetes example, the identification of
codes can be time-consuming.

Identification Algorithms and pre-defined “Grouper” models sort-through
the raw material and consolidate it into manageable like categories.

Risk Groupers (examples: DCGs; HCCs; ACGs; CRGs; CDPS) do some of this
work for you. We will look at them more closely in Lecture 3.

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.



Risk (Condition) Groupers

Risk Groupers are associated with a close relative of Predictive Modeling,
Risk Adjustment. Risk Adjustment has been practiced for many years in
the Medicare Advantage and many managed Medicaid programs, but not
Commercial Insurance. This will change in 2014 when State-based
exchanges offer small group (< 50 lives) and individual purchasers the
opportunity to compare and purchase insurance from a single source.

Collectivizing insurance purchasing like this gives government the
opportunity to control all premiums and to re-distribute it to participating
insurers, to better match the risks that they write.

We will look at the operation of risk adjustment in the Massachusetts
Exchange (Connector) later in this seminar. For now, let me try to
differentiate between Risk Adjustment and Predictive Modeling.
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Risk Adjustment vs. Predictive Modeling

The same techniques and tools are used for both RA and PM: both use
underlying risk factors and diagnoses to predict the future utilization
trajectory of at-risk members (remember Lecture 17?)

Predictive Modeling identifies the stratum into which a member may fall in
the future (and the member’s likely cost). Health plans may use this
information to design and deliver a program aimed at changing the
member’s behavior and reducing the predicted utilization.

Risk Adjustment comes in two flavors: Concurrent and Prospective. Both
provide a normalized cost, to compare with the actual cost of a population,
providing a basis on which to move premiums between plans. Prospective
Risk Adjustment is similar to Predictive Modeling: based on the member’s
historic risk factors a projected cost is estimated for the coming year.
Concurrent Risk Adjustment looks back at the end of the year just completed
and calculates a normalized cost for the member, based on the member’s
actual risk factors.
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Risk Adjustment vs. Predictive Modeling

Risk adjustment (basic concept) revenue transfer

1.Calculate individual member risk scores.
2.Calculate weighted average risk scores for the plan (assume 1.10)

3.Calculate weighted average risk scores for the State (assume this is
normalized to 1.0 for simplicity).

4.Baseline premium (average for the State): $1,000.
5.Plan net claims cost: $1,250.

6.Plan adjustment (Plan Relative Risk Score — 1)(Baseline Premium) =
(0.10)(S1,000) = S$100.

7.Premium adjustment: + $100 = $1,100. In this case, although premium is
transferred, it is insufficient to offset all additional claims.

oUnder the ACA, transfers will be revenue neutral.
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Risk Adjustment vs. Predictive Modeling

To understand Risk Adjustment, let’s use the previous example:

Applying Risk Scores

Standardized
Mem | Age | Sex Condition(s) Actual Cost Cost Risk Score
1 45 F None $2,864 $4,842 0.59
2 45 | M Diabetes $5,024 $2,547 1.97
3 40 | M Diabetes + CAD $23,479 $2,547 9.22
4 40 | M CAD 518,185 $2,547 7.14
5 60 F Breast Ca. + other $15,935 $6,346 2.51
6-25 All other members 0.59
TOTAL $120,000 $70,000 1.17

This group is expected to have costs about 1.17 times the average for a group
with the same age/sex distribution. Assuming that this plan collected only 100%
of the required premium (standardized cost), the Exchange authority will transfer
additional premium equal to 17% of the basic premium ($11,900).
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Risk Adjustment vs. Predictive Modeling

The prior example points up the need for predictive modeling, even when Risk
Adjustment is applied to a population. In our example, Risk Adjustment
accounted for $11,900 of the difference in claims between the standardized and
actual claims. The balance (about $38,000) is due to our high-risk members
experiencing claims in excess of their predicted level.

If we knew which members were likely to have high claims next year we could
try to moderate that utilization, reducing the excess. We could use the risk
scores generated by the Risk Adjuster model to risk-rank our members; we
would then try to manage Members 3 and 4 (CAD+Diabetes and CAD), and
possibly other members, if we have the resources.

The use of Risk Adjuster model is not the only way to identify high risk
members, as we shall see later.
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All people are not equally identifiable

An important issue with any claims-based identification algorithm is that you are
imputing, rather than observing a diagnosis. Thus you are always at risk of including
false positives, or excluding false negatives, from the analysis.

One consequence of using a grouper model is that you are at the mercy of the
modeler’s definition of diagnoses, and thus cannot control for false positives or
negatives. An important draw-back of typical Grouper models is that they assign a
diagnosis based on a single instance of the diagnosis. They are therefore more
sensitive than specific. How does this work in practice? Let’s look at some data.

Prevalence of Chronic Conditions Identified Using Different Claims Algorithms

Number of Claiming Events in the Year
Condition 4 or more 3 or more 2 or more 1 or more
Asthma 2.4% 2.9% 3.9% 6.1%
Cardiovascular disease 0.8% 1.2% 1.7% 2.8%
Heart Failure 0.2% 0.2% 0.3% 0.6%
Pulmonary Disease 0.2% 0.3% 0.5% 1.0%
Diabetes 3.3% 3.7% 4.1% 4.9%
All 6.3% 7.4% 9.2% 13.1%
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All people are not equally identifiable (2)

A less-rigorous algorithm will identify more people with the condition (more
than twice as many in the example above). But it runs the risk of sweeping
in false positives. This table shows the likelihood re-qualifying with the
condition in the following year (remember that these are members with
Chronic conditions that (theoretically) are permanent):

Probability that a Member Identified with Chronic Condition

in Year 1 will be Identified with that Condition in Year 2

All Chronic Conditions
No. Claiming  |--coo--- Number of Claiming Eventsin Year1
Eventsin Year2 |4 or more 3 or more 2 or more |1 or more
4 or more 59.7% 26.3% 15.7% 7.2%
3 or more 65.8% 35.9% 22.9% 10.6%
2 or more 72.0% 47.9% 34.3% 17.2%
1 or more 78.0% 62.3% 49.9% 30.9%
Do not re-qualify 22.0% 37.7% 50.1% 69.1%
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All people are not equally identifiable (3)

Why is the issue of sensitivity and specificity important?

For Predictive Modeling, we may not mind much if we use a sensitive
algorithm and identify members who may not have the condition; if members
are followed up by a program, their true condition can be determined.

For Risk Adjustment, however, specificity matters. Medicare’s Risk
Adjustment process has given rise to an industry that finds additional
diagnoses (that drive the risk score). Increases in the Medicare Advantage
plan’s average risk score will increase its revenue. Interestingly, unlike
Medicare Advantage plans, the proposed State Exchange Risk Adjustment is a
zero-sum game: if another plan increases its average risk score, your plan will
lose revenue. With the typical risk adjuster assigning a diagnosis based on a
single instance of a diagnosis, it may be possible for aggressive plans to
“game” the risk adjustment process.
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Algorithm Development: Diabetes Example

Example of an identification algorithm:

Example of a Definitional Algorithm

Disease

Type

Frequency

Codes

Diabetes Mellitus

Hospital Admission or ER visit
with diagnosis of diabetes in any
position

At least one eventina 12-
month period

ICD-9 codes 250, 357.2,
362.0, 366.41, 648.0

Professional visits with a
primary or secondary diagnosis
of diabetes

At least 2 visits in a twelve
month period

CPT Codes in range of
99200-99499 series E & M
codes or 92 series for eye
visits

Outpatient Drugs: dispensed
insulin, hypoglycemic, or anti-
hyperglycemic prescription drug

Three or more
prescriptions in a twelve
month period

Diabetes drugs (see HEDIS or
similar list of drug codes).

EXCLUDE
gestational
diabetes.

Any (as above)

As above

648.8x
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Sources of Algorithms

* NCQA - HEDIS.
« DMAA (Now CCA; Chronic definitions).
 Grouper Models.

Additionally, there has been an explosion of rules-based quality metric
reporting in recent years. Just a few examples:

* PQRS (208 measures in 22 categories);

e STAR Measures (36 Medicare Advantage; 15 Medicare Part D);
 ACO quality reporting (33 measures);

 HEDIS Measures (75 measures in 8 domains).

All require risk-adjustment for their application.
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Lecture 2 Recap

In this lecture we have:

*Introduced the concept of the Risk Grouper;
*Seen how diagnoses inform risk grouper and algorithm construction;
*Distinguished between Predictive Modeling and Risk Adjustment;

*Introduced the concept of Sensitivity and Specificity in algorithm
construction, and seen some implications of each.

In the next lecture we will discuss grouper and algorithm construction in
more depth.
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Lecture 3: Grouper/Algorithm Construction

In Lecture 3, we will look at Commercial Groupers in more detail, and
introduce the Society of Actuaries comparative studies of risk
adjusters. We will also return to the topic of Prospective vs.
Concurrent models, introduced in lecture 2.

We will also discuss the construction of a grouper algorithm for those
analysts who do not want to use a commercially-available model.

We will look at Episode Groupers (a different approach to relative
risk), rules-based models and models that incorporate other data

sources.
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Grouper Construction

Grouper/Risk-adjustment theory is based on a high correlation between risk
scores and actual dollars (resources used).

The Society of Actuaries has published three studies that test this correlation.
All are available at www.soa.org. They explain some of the theory of risk-
adjusters and their evaluation, as well as showing the correlation between $’s
and Risk Scores for a number of commercial models.

Dunn DL, Rosenblatt A, Taira DA, et al. "A comparative Analysis of Methods of Health Risk
Assessment." Society of Actuaries (SOA Monograph M-HB96-1). Oct 1996:1-88.

Cumming RB, Cameron BA, Derrick B, et al. "A Comparative Analysis of Claims-Based
Methods of Health Risk Assessment for Commercial Populations". Research study
sponsored by Society of Actuaries. 2002.

Winkelman R, Mehmud S. "A Comparative Analysis of Claims-Based Tools for Health Risk
Assessment". Society of Actuaries. 2007 Apr:1-63.
(available at: www.soa.org/files/pdf/ risk-assessmentc.pdf ).
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Grouper Construction

Society of Actuaries Studies:

Note 1: the SOA tests both Concurrent (retrospective) and Prospective
models. Concurrent model correlations tend to be higher.

Note 2: there are some issues with models that you should be aware of:

* They tend to be less accurate at the “extremes” (members with high or
low risk scores);

* We have observed an inverse correlation between risk-score and $’s
across a wide range of members.

* As we have discussed previously, “sensitive” models are open to inclusion
of more false-positives.

* A well-managed patient who fails to develop a more serious form of a
condition will have a lower risk score.
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Commercial Groupers: SOA studies

The Society of Actuaries studies show:

1.Risk grouper modeling tools use different algorithms to group the source data.
For example, the Symmetry models are built on episodes of care, DRGs are built
on hospital episodes, while other models are built on diagnoses.

2.Similar performance among all leading risk groupers.

3.Accuracy of prediction has increased since the publication of the original study.
In part, this is due to more accurate coding and the inclusion of more claims
codes.

4.Risk groupers use relatively limited data sources (e.g. DCG and Rx Groups use
ICD-9 and NDC codes but not lab results or HRA information).

5.Accuracy of retrospective (concurrent) models is now in the 30%-40% R?
range. Prospective model accuracy is in the range of 20% to 25%.
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A note about Prospective and Concurrent Models

Both have their place. Neither is perfect.
1.Concurrent models are also called Retrospective.

The concurrent model is used to reproduce actual historical costs. This
type of model is used for assessing relative resource use and for determining
compensation to providers for services rendered because it normalizes costs
across different members. Normatively, the concurrent model provides an
assessment of what costs should have been for members, given the health
conditions with which they presented in the past year. Itis also used in program
evaluation, which is performed once all known conditions may be identified.

2.The Prospective model predicts what costs will be for a group of members in
the future. The Prospective model is predicting the unknown, because the
period over which the prediction is made lies in the future. The Concurrent
model, by contrast, provides an estimate of normalized costs for services that
have already occurred. For prospective prediction, members with no claims
receive a relative risk score component based on age/sex alone.
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A note about Prospective and Concurrent Models

Concurrent models have the advantage that they represent all the known
information about the member in the completed year. However, when they are
used to compensate providers (for example) for managing a group of members,
there is a risk to the provider that if the provider does a good job and prevents
the exacerbation of the member’s condition, the member risk score (and
therefore the provider’s compensation) will be lower than it would be if the
provider does not prevent the exacerbation.

Prospective models are often used to allocate revenue to different managed
care plans. The drawback to this approach is that members’ prospective risk
scores are based on historical data, and do not take account of developing
(incident) conditions that emerge during the year.
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Commercially-available Risk Groupers

Commercially Available Grouper Models

Developer Risk Grouper Data Source
Diagnostic Risk Groups (DRG) (There are a
CMS number of subsequent “refinements” to the |Hospital claims only
original DRG model.
CMS HCCs Age/Sex, ICD -9
3M Clinical Risk Groups (CRG) All Claims (inpatient, ambulatory
and drug)
. Age/Sex, ICD-9
IHCIS/Ingenix Impact Pro NDC, Lab
. Chronic disability payment system Age/Sex, ICD -9
V€ San Diego Medicaid Rx NDC

Verisk Sightlines™

DCG
RxGroup

Age/Sex, ICD -9
Age/Sex, NDC

Symmetry/Ingenix Episode Risk Groups (ERG) ICD -9, NDC
y y/ing Pharmacy Risk Groups (PRG) NDC
Symmetry/Ingenix |Episode Treatment Groups (ETG) ICD -9, NDC

Johns Hopkins

Adjusted Clinical Groups (ACG)

Age/Sex, ICD —9
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Grouper Algorithms

As an alternative to commercially-available risk groupers, analysts can develop
their own models using common data mining techniques. Each method has its
pros and cons:

There is a considerable amount of work involved in building algorithms from scratch, particularly
when this has to be done for the entire spectrum of diseases. Adding drug or laboratory sources to
the available data increases the complexity of development.

While the development of a model may be within the scope and resources of the analyst who is
performing research, use of models for production purposes (for risk adjustment of payments to a
health plan or provider groups for example) requires that a model be maintained to accommodate
new codes. New medical codes are not published frequently, but new drug codes are released
monthly, so a model that relies on drug codes will soon be out of date unless updated regularly.

Commercially-available clinical grouper models are used extensively for risk adjustment when a
consistent model, accessible to many users, is required. Providers and plans, whose financial stability

relies on payments from a payer, often require that payments be made according to a model that is
available for review and validation.

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.



Grouper Algorithms

An analyst that builds his own algorithm for risk prediction has control over
several factors that are not controllable with commercial models:

1.Which codes, out of the large number of available codes to recognize. The numbers of
codes and their redundancy (the same code will often be repeated numerous times in a
member record) makes it essential to develop an aggregation or summarization scheme.

2.The level at which to recognize the condition. How many different levels of severity
should be recognized? . The analyst will also need to determine how to handle different
levels of severity of the same diagnosis: should each be included, or should the higher-
severity code “trump” the lower-severity code?

3.The impact of co-morbidities. Some conditions are often found together (for example
heart disease with diabetes). The analyst will need to decide whether to maintain separate
conditions and then combine where appropriate, or to create combinations of conditions.
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Grouper Algorithms

An analyst that builds his own algorithm for risk prediction has control over
several factors that are not controllable with commercial models:

4.The degree of certainty with which the diagnosis has been identified (confirmatory
information). (We have already seen the implication of this issue when looking at the
relationship between sensitivity/specificity and the number of discrete instances of a
diagnosis in the member record.) The accuracy of a diagnosis may differ based on who
codes the diagnosis, for what purpose and how frequently a diagnosis code appears in the
member record. The more frequently a diagnosis code appears, the more reliable the
interpretation of the diagnosis. Similarly, the source of the code (hospital, physician,
laboratory) will also affect the reliability of the diagnostic interpretation.

5.Data may come from different sources with a range of reliability and acquisition cost. A
diagnosis in a medical record, assigned by a physician, will generally be highly reliable.
Other types of data are not always available or as reliable.
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Example of Grouper Construction

Grouper models are constructed in a similar fashion to that illustrated
above. Below we show the hierarchical structure of the DxCG model for
Diabetes:

ACC

RCC

Diabetes

Diabetes
Co-Morbidity
Level

/
é Y Y Diabetes with Y N
Serakian Diabetes with Diabetes with Neurologic or Diabetes with Diabetes with No
C C Cat Acute Renal Peripheral Ophtalmologic or Unspecified
ategory Complications Manifestation Circulatory Manifestation Complications
Manifestation
\_ \_ A\ AN , N _/ W
|
| ] | ] ]
e 4 Y4 Y4 I
; Type |l Diabetes Type | Typell
DxGroup | 1vPellDiabetes | o heral Diabetes with Diabstes with Diabetic
D C G with Neurological | Ferip ) Peripheral Neuropathy
Manifestations Circulatory Neurological Circulatory
Disorders Manifestations Disorders
\_ x N A AL ) Y,
T { !
s 1 T 1 0
I C D ICD-9-CM [ XXXX ] XXXX [ XXXX ]

- J
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Example of Grouper Construction

Grouper models are constructed in a similar fashion to that illustrated above.
Below we show how the risk score is developed for a patient with diagnoses of
Diabetes, HTN, CHF and Drug Dependence, illustrating the hierarchical and
additive structure of the DxCG model:

Example of Construction of a Relative Risk Score

- Risk Score

Condition Category Contribution Notes
Diabetes with No or 0.0 Trumped by Diabetes with
Unspecified Complications ' Renal Manifestation
Diabetes with Renal 21
Manifestation '
Hypertension 0.0 Trumped by CHF
Congestive Heart Failure 15
(CHF) '
Drug Dependence 0.6
Age-Sex 0.4

Total Risk Score 4.6
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Different Approach to Model Construction:

 Episode Groupers represent a different approach to model construction.
Instead of a model being constructed around diagnoses, it is constructed
around episodes of care. These episodes are often acute (surgery, for
example) but may also be chronic or preventive.

* Inthe case of an acute episode, the episode grouper can be thought of as a
normative tool, in that it specifies all the different services that make up the
episode. For example, it may start with an office visit, followed by
diagnostic testing, then inpatient admission for surgery, rehabilitation, and
additional follow up visits for check-ups.

e The episode approach clearly had the advantage that it specifies the services
typically ordered in the case of a specific treatment, thus enabling us to
compare the utilization patterns of physicians treating the same illness. The
utilization of services associated with different episodes can also be
translated into a relative risk score.

While Episode Groupers handle acute episodes well, for chronic ilinesses
(where there is no “episode,” or the episode could be the year of treatment)
the approach is very similar to condition-based models.
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based Groupers

An example of an episode Group: the Symmetry Grouper.

Episode 467
A e N AN
N N 2

Office Hospital Office Visit Office Visit
Visit Admissions

[
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Episode-based Groupers

Application of the Symmetry Grouper. Risk Scores are developed similarly to DxCG.

Construction of Relative Risk Scores Using ETGs

Example: Male Aged 58

Severity L I Retrospective | Prospective
ETG Level Description ERG Description Risk Weights | Risk Weights
163000 2 |Diabetes 2,022 |Diabetes w/significant 0.9874 1.2810
complication/co-morbidity |
Congestive Heart Ischemic heart disease,
386800 1 . & 8.043 |heart failure, 2.2870 2.0065
Failure .
cardiomyopathy I
238800 3 Mood Disorder, 4.033 Mood disorder, depression 0.8200 0.7913

Depression w/ significant cc/cb

473800 3 |Ulcer 11.022 |Other moderate cost 2.3972 0.6474
gastroenterology Il

666700 1 Acne 17.011 |Lower cost dermatology | 0.1409 0.1023

666700 1 Acne 17.011 |Lower cost dermatology |

0.7331
6.6325 5.5616

Demographic risk: Male 55-64
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One more very useful grouper...

Drug groupers group 100,000s NDC codes into manageable therapeutic classes

Example of Therapeutic Classes Within the GPI Structure

Group Class Sub Class Group Class Sub Class
GROUPS 1- 16 ANTI-INFECTIVE AGENTS

01 00 00 *PENICILLINS*
01 10 00 Penicillin G
01 30 00 PENICILLINASE -RESISTANT PENICILLINS
01 50 00 AMINO PENICILLINS/BROAD SPECTRUM PENICILLINS
01 20 00 Ampicillins
01 40 00 EXTENDED SPECTRUM PENICILLINS
01 99 00 *Penicillin Combinations**
01 99 50 *Penicillin-Arninoglycoside Combinations***
01 99 40 *Penicillin-NSAIA Combinations***
2
0 00 00 *CEPHALOSPORINS*
02 10 00 *Cephalosporins -1st Generation**
02 20 00 *Cephalosporins -2nd Generation**
02 30 00 *Cephalosporins -3rd Generation**
02 40 00 *Cephalosporins -4th Generation**
02 99 00 *Cephalosporin Combinations**
*MACROLIDE
03 00 00 ANTIBIOTICS*
03 10 00 *Erythromycins**
03 10 99 *Erythromycin Combinations***
03 20 00 *Troleandomycin**
03 30 00 *Lincomycins**
03 40 00 *Azithromycin**
03 50 00 *Clarithromycin**
03 52 00 *Dirithromycin**
Etc. Etc. Etc.
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Rules-based vs. Statistical Models

What about rules-based models?

1. First, all models ultimately have to be converted to rules to apply in
an operational setting.

2. What most people mean by “rules-based models” is actually a
“Delphi*” approach. For example, application of “Gaps-in-care” or
clinical rules (e.g. ActiveHealth).

3. Rules-based models have their place in Medical Management. One
challenge, however, is risk-ranking identified targets, particularly
when combined with statistical models.

* Meaning that experts, rather than statistics, determine the risk factors.

On the predictive ability of experts vs. the machine, see next slide!
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Providers are not good at predicting re-admission risk

o Researchers from the VA System
assessed the predictions made by

@ Physicians
@ Case managers
@ Nurses

o *..none of the AUC values were
statistically different from chance”

Allaudeen N, Schnipper JL, Orav EJ, Wachter RM, Vidyarthi AR. Inability of providers
to predict unplanned readmissions. J Gen Intern Med. 2011;26(7):771-6

2 Santa Barbara Actuaries Inc. Co
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Don’t overlook non-condition-based Risk

Risk Factor Prevalence in the U.S. Population
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Non-condition-based Risk
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Relationship Between Modifiable Health Risk Factors
and Annual Health Insurance Claims
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Non-condition-based Risk

Costs Associated with Certain Risk Factors
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Lecture 3: Re-cap

In lecture 3 we looked at Commercial Groupers in more detail, and
suggested the Society of Actuaries comparative studies of risk
adjusters as an unbiased source of comparative performance of
different models.

We looked at Episode Groupers, rules-based models and models that
incorporate other data sources.

In Lecture 4 we will look at actual model construction.
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Lecture 4: Model Construction

In this lecture we will look (briefly) at model construction. Thisis a
very significant topic, worthy of its own course. We will just skim the
surface.

We will look at some common tools that are used for model building
and then follow a practical example.
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Developing your own model

As we have seen, there are pros and cons to using a commercially-available
model. There is no reason not to develop your won predictive or risk
adjustment model. Chapters 7-12 of my book address different statistical
models that are encountered in this work. Examples of statistical models used
frequently:

*Linear Regression. Advantage: everyone understands this.

*Generalized linear model and Logistic regression: more sophisticated models
often used for healthcare data.

*Tree models: more difficult to apply operationally than regression models.
*Neural networks: black box.

There are a couple of others less frequently encountered.

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.



Developing your own model

What is a Model??

A model is a set of coefficients to be applied to production data in a
live environment.

/4

With individual data, the result is often a predicted value or “score.’
For example, the likelihood that an individual will purchase
something, or will experience a high-risk event (surrender; claim,
etc.). (In practical applications, individual scores are rolled-up or
averaged at the population level.)

For underwriting, we can predict either cost or risk-score. For care
management, the prediction could be cost or the likelihood of an
event.
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Types of Statistical Models
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Artificial Intelligence Models

Bayes

Nearest Networks -
Neighbor Principal
Pairings Component

Genetic Analysis

Algorithms

Simulated
Fuzzy Logic Annealing

Kohonen
Network
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Artificial Intelligence Models

@ Supervised learning (Predictive Modeling)

@ Neural Network

® Fuzzy Logic

@ Decision Trees (rule Induction)
@ K-Nearest Neighbor (KNN)

@ Etc.

@ Unsupervised Learning

@ Association Rules (rule induction)

@ Principal components analysis (PCA)

® Kohonen Networks, also known as
Self-Organizing Maps (SOM)

@ Cluster Analysis, etc.

Optimization
or Search
Methods:

=Conjugate
Gradient

=Genetic
algorithm

=Simulated
annealing

L= (of
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Past utilization;

e 66 ¢ ¢

“Available data typically include:

Providers that treat the patient;

Past and present diagnoses;

Maibar ID

Here is a typical example (from Health Insurance):

Developing your own model

oCan we predict future utilization (cost) of healthcare resources from current
information in a member’s record?

Past and present services (inpatient, outpatient, drugs, etc.)

1308

175

Here is a snapshot of

1954
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Developing your own model

A couple of potential models come to mind:
oTime series

@ Time series could be useful for aggregate predictions; however, examination
of individual-level data shows that there is considerable variation around the

mean, implying that the technique may be inaccurate for individual-level
prediction.

®Regression

@ Regression analysis allows us to explore associations in the data, determine
which (of the many available) independent variables are associated with
utilization and cost, and make projections for the future.

®We will consider some other models in a moment.
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Developing your own model

Most of us are familiar with regression.

Regression could be applied but there are
issues:

oThe claims are not normally distributed;

oThere is significant correlation between
independent variables (multi-collinearity).

One solution is to transform the data in som
form. We could take the logarithm of the
claims data.

Taking the log of the dependent
variable allows us to fit a straight line.
(Problems at extremes though)
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Developing your own model

Regular regression is inappropriate for the non-normal data often generated
in healthcare.

Newer techniques exist that may be more appropriate:
®Logistic Regression, and

®Generalized Linear Models.

One way to approach the issue is to construct a 2-stage model:
oStage 1: predicting the likelihood of a claim; and

@Stage 2: given that a member has a claim, predicting the size of the claim.
For Stage 1, a logistic regression model may be appropriate.

The logistic regression model is appropriate for categorical data (in this
example, (0,1) depending on whether the member claimed).
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The "logit" model solves these problems:
In[p/(1-p)] = a+ X+e

= pisthe probability that the event Y occurs, p(Y=1); in our case, the probability
of a claim.

“ p/(1-p) is the "odds ratio,"
= In[p/(1-p)]is the log odds ratio, or "logit."
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Developing your own model

An example from the book: prediction of hospital admissions.

Frequency of admissions in the test dataset: 6.62%. Among predictors, current year cost,
admissions, emergency room visits, PCP visits, age and member months are continuous. Other
variables are binary or categorical.

After some analysis we derive the following model:

Ln (odds ratio for admission in Year 2) =

Ay + Sradmit flagin the first year + GyMale + S Age over 64
+/44 EE st flagin the first year + S.PCFP watsinthe first wear

The model may be interpreted as follows: if we hold age, gender and utilization variables
constant, the odds of adults with one additional PCP visit in the first year experiencing an
admission are as much as:

rp( &) = exp(D.075) = 1078 timesthe odds of adults without any additicnal PCP visits
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Developing your own model

Model Evaluation:

Most of us are familiar with techniques for evaluation of the accuracy of a

regression model (RZ anyone?)

For evaluating Logistic Regression
models we need other
techniques. One which is useful
is the Receiver Operating Curve.
The area under the ROC curve,
often termed the c-statistic or c-
index corresponds to the
likelihood that an event will have
a higher predicted Probability
than an event at random.
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Some Other

Here is a simple example:

Example of a Decision Tree

Popalation
[

Male

Lge
= G5

Age
=65

Cardio || HoCadio
Diagnosis || Diagnosis

Cardic || Mo Candia|
Diagnosis || Diagnosis

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.

Femals

Are
=65

Agze
2 A5

Cardio || Ho Caddic
Dhagnosis || Diagnosis




Some Other Tools: Decision Trees

Decision Trees have some advantages over other methods:

1. Tree methods are data-adaptive by giving data more freedom to choose the suitable
bases that best approximate the true regression function.

2. Easy and meaningful interpretations may be extracted by tracing the splitting rules down
the path to each terminal node. These combined rules help determine what has led to
the event or nonevent.

3. The tree method provides a more efficient way to optimize the usage of categorical
predictors, including the automatic merging of redundant levels, than regression models.

4. Trees are invariant to monotone transformations on continuous predictors.

5. The tree structure provides a natural and optimal way of grouping data, making them
attractive to applications such as medical diagnosis or prognosis and credit scoring.

6. Trees excel in dealing with interactions of high order and complexity. Interactions are
automatically and implicitly handled by the hierarchical tree architecture.

7. The tree method is unstable as a modeling tool, in that a small perturbation in the data
could lead to dramatic changes in the final tree model. Although a single tree often does
not attain satisfactory accuracy in a prediction task, multiple trees can be built and
combined in model ensembles to achieve high accuracy of prediction.
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Just to show what’s possible, here is the hospital admission example, using decision trees:

The Final Decision Tree Stucture: the Sample Data
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Some Other Tools: Decision Trees

The model is hard to read, but here is a snapshot. Remember that in the logistic
regression model, current year cost, admissions, emergency room visits, PCP visits
and age were significant.

Split b
PCP ‘n=1u.nuu.'

=il ¥ it ont et < 75
count kit ot curmmd £ 7 AN " Jep_w L Eat :

N
p=1i17 = M Top_VE it ond curmat <= 2.5

JGp 1% It God eummnt 35
=) (LN

Terminal Node (no further split)

Mk
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Some Other Tools: Neural Networks

Neural Networks

Neural networks are an example of machine-learning: instead of a single
model (as in regression) the computer applies algorithms to find a series of

local maxima.

Neural networks have appeal because they often fit more accurately than
other models. But they have the disadvantage of not being analytical; thus
for predictive modeling, for example, they do not have a form that allows us
to implement them in a production environment.
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Some Other Tools: Neural Networks

Applying a neural network model to the same data used in the hospital
admission prediction problem (Logistic Regression), we get similar results:

ROC Curve for Fitted Logistic Regression Model I Using the Sample Data

ROC Cwrve from a Fitted MLP

ROC Curve for Model
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©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.

C-statistic 0.72




Some Other Tools: Neural Networks

Unlike the different regression examples, or even the decision tree example,
the underlying model is not discernible here. We cannot analytically find the
likelihood of readmission in a different population.

In clinical models this can be problematic; clinicians like to know why patients
are identified as being at high risk of re-admission.
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Some Quick Comments

Linear Regression remains popular because it is simple, effective and
practitioners understand it.

Generalized Linear Models (GLM): in these models, the linear
relationship between the dependent and independent variables
(basis of Linear Models) is relaxed, so the relationship can be non-
linear.

Logistic Regression is one frequently used example of GLM in which
dependence may be discrete rather than continuous.

Decision Trees are a means of classifying a population using a series
of structured, successive steps.

Non-linear regression: models relationships that are non-linear
(often by transforming data).
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Practical Model Building
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Background

Available data for creating the risk score included the following:
. Eligibility/demographics
« Rxclaims
« Medical claims

For this project, several data mining techniques were considered:
neural net, CHAID decision tree, and regression. The regression was
chosen for the following reasons:

The regression model was more intuitively understandable by
end-users than other models; and

With proper data selection and transformation, the regression
was very effective, more so than the tree.
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1. Split the dataset randomly into halves

Master Dataset

Analysis Dataset

Test Dataset

Diagnostics

Put half of the claimants into an analysis dataset and half into a test dataset. This is to prevent
over-fitting. The scoring will be constructed on the analysis dataset and tested on the test
dataset. Diagnostic reports are run on each dataset and compared to each other to ensure that
the compositions of the datasets are essentially similar. Reports are run on age, sex, cost, as

well as disease and Rx markers.
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e |n any data-mining project, the output is only as good as the
input.

e Most of the time and resources in a data mining project are
actually used for variable preparation and evaluation, rather

than generation of the actual “recipe”.
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Build dependent variable

e What are we trying to predict? Utilization? Cost? Likelihood of high
cost?

e A key step is the choice of dependent variable. What is the best
choice?

e A likely candidate is total patient cost in the predictive period. But total
cost has disadvantages:

« It includes costs such as injury or maternity that are not generally
predictable.

« It includes costs that are steady and predictable, independent of health
status (capitated expenses).

. It may be affected by plan design or contracts.

e So we could predict total cost (allowed charges) net of random costs
and capitated expenses.

e Predicted cost can be converted to a risk-factor.
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3. Build and transform Independent Variables

Select promising variable

v

Transform variable to improve relationship

Q Check relationship with dependent variah( j j

Typical transforms include.

e Truncating data ranges to minimized the effects of outliers.

e Converting values into binary flag variables.

e Altering the shape of the distribution with a log transform to

compare orders of magnitude.

e Smoothing progression of independent variables
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Build and transform Independent Variables

e A simple way to look at variables.

e Convert to a discrete variable. Some variables such as number of
prescriptions are already discrete. Real-valued variables, such as cost

variables, can be grouped into ranges.

e Each value or range should have a significant portion of the patients.

e Values or ranges should have an ascending or descending relationship
with average value of the composite dependent variable.

40-

@ % Claimants

35+
30+

W Avg of composite
dependent variable

25+
20+
151
10+

SN N N NN N

Typical
“transformed
variable”
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4. Select Independent Variables

e The following variables were most promising

e Age -Truncated at 15 and 80

e Baseline cost

e Number of comorbid conditions truncated at 5
e MClass

« Medical claims-only generalization of the comorbidity variable.

. Composite variable that counts the number of distinct ICD9 ranges for
which the claimant has medical claims.

. Ranges are defined to separate general disease/condition categories.

e Number of prescriptions truncated at 10
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4. Select Independent Variables (contd.)

e Scheduled drug prescriptions truncated at 5
e NClass

« Rx-only generalization of the comorbidity variable.

« Composite variable that counts the number of distinct categories distinct
ICD9 ranges for which the claimant has claims.

- Ranges are defined using GPI codes to separate general
disease/condition categories.

Ace inhibitor flag Neuroleptic drug flag

Anticoagulants flag Digoxin flag

Diuretics flag

Number of corticosteroid drug prescriptions truncated at 2
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5. Run Stepwise Linear Regression

An ordinary linear regression is simply a formula for determining a best-
possible linear equation describing a dependent variable as a function of
the independent variables. But this pre-supposes the selection of a best-
possible set of independent variables. How is this best-possible set of
independent variables chosen?

One method is a stepwise regression. This is an algorithm that determines
both a set of variables and a regression. Variables are selected in order
according to their contribution to incremental R?.
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6. Results - Examples

e Stepwise linear regressions were run using the "promising" independent
variables as inputs and the composite dependent variable as an output.

e Separate regressions were run for each patient sex.

e Sample Regression formula:

(Female Model)

<o

>

Scheduled drug prescription  358.1

NClass 414.5
MClass 157.5
Baseline cost 0.5
Diabetes Dx 1,818.9

Intercept 18.5

Why are some variables
selected while others are
omitted? The stepwise
algorithm favors variables that
are relatively uncorrelated with
previously-selected variables.
The variables in the selections
here are all relatively
independent of each other.
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7. Results - Application In Practice

Examples of application of the female model

Female Regression Regression Formula

(Scheduled Drug *358.1) + (NClass*414.5) + (Cost*0.5) + (Diabetes*1818.9) + (MClass*157.5) -18.5

Transformed
Raw Value Value Predicted Value Actual Value
Claimant
ID Schedule Drugs

1 3 2l $ 716.20 Value Range
2 2 2l $ 716.20 Transformed Value
3 0 1 $ 358.10

NClass
1 3 3| $ 1,243.50 Value Range
2 6 6| $ 2,487.00 Transformed Value
3 0 0.5 $ 207.25

Cost

1 423 2,000 $ 1,000.00 Value Range
2 5,244 6,000( $ 3,000.00 Transformed Value
3 1,854 2,000| $ 1,000.00

Diabetes
1 0 0| $ - Value Range
2 0 o $ - Transformed Value
3 0 0| $ -

MClass
1 8 3l $ 472.50 Value Range
2 3 2l $ 315.00 Transformed Value
3 0 0.5 $ 78.75

TOTAL
1 $ 3,413.70 $ 4,026.00
2 $ 6,499.70 $ 5,243.00
3 $ 1,625.60 $ 1,053.00

Transform Function

Schedule Drugs

RV<2 2<RV<5 RV>5
1.0 2.0 3.0
[ NClass |
RV<2 2<RV<5 RV>5
0.5 3.0 6.0
[ Cost |
RV < 5k >k <RV <10l RV > 10k
2,000 6,000 10,000
[ Diabetes |
Yes No
1.0 0.0
| MClass |
RV<1 1<RV<7 RV>7
0.5 2.0 3.0
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Lecture 4: Model Construction Re-cap

In this lecture we will looked at developing your own model using
some typical techniques: linear and logistic regression, Decision Trees
and neural networks. We also walked through an example of

construction and use of a model.

In the Final Section of this Seminar we will look at a couple of case
studies of applications of predictive modeling and risk adjustment.

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.



se Studies

In this section we will look at 3 different case studies, depending on
time.

1. Case management case identification and the application of
Opportunity Analysis.

2. Predictive Modeling in Bundled Payments.

3. Risk Adjustment in Healthcare Reform: the example of
Massachusetts.
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Example 1: Case Finding and Opportunity Analysis

Traditionally, predictive modeling for case-finding has aimed at identifying
high-risk individuals. This is frequently done by applying a commercial risk-
adjuster model and intervening on the highest-risk score population. The
following procedures are common:

Model 1: Run a predictive model and stratify members according to their predictive risk score. One
potential draw-back of this approach is the high prevalence at the top of that list of members who
(although high risk) are minimally intervenable. Even if an intervenability algorithm is applied to the
entire population, the resulting list will consist of a mix of members with different conditions, issues
and needs.

Model 2: Model 2 is a condition-specific model. For simplicity, Program planners frequently want to
focus on members with a specific condition, say diabetes. This approach has the benefit of addressing
the member heterogeneity inherent in Model 1. However, the high prevalence of co-morbidities in the
high-risk population requires that any program targeted at a condition population will ultimately have
to be sufficiently broad to address all conditions of the population. Moreover, it is often the interplay
between comorbidities that drives the complexity and its associated costs, so a focus on one disease
may well miss this greater opportunity.

Model 3: a rules-based approach is often used in case management programs. In this model, program
managers determine a set of rules to identify target patients for management. Sometimes the rules
are condition-specific; sometimes a financial threshold is used (for example, $50,000). Depending on
how the rules are determined, high-opportunity members may or may not be targeted for
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Example 1: Case Finding and Opportunity Analysis

* Opportunity Analysis is designed to address a number of the shortcomings
associated with the typical models. It maintains the stratification of Model
1 but adds the element of intervenability by assigning lower priority to
those patients with conditions that are less amenable to an intervention
program.

* Asageneral rule, Opportunity Analysis avoids disease-specific programs in
favor of programs that target members with common risk profiles (for
example, all chronic members or all members at end of life) although there
may be a few notable exceptions (for example end-stage kidney disease or
some specific preference-sensitive conditions).

* Opportunity Analysis requires research and understanding of the targeting,
operation and outcomes of programs that have been implemented in
similar populations.

* Finally, Opportunity Analysis takes into consideration the economics of
programs: the cost of the intervention vs. the expected reduction in
utilization that each individual can be expected to contribute.
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Segment

members by
condition(s),
utilization,

other criteria

Match members to
programs

Inventory current

and potential programs
and required resources

2
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Example 1: Case Finding and Opportunity Analysis

A summarization that we have found helpful is to group patients not be risk or
condition but by class of condition; this helps with relative intervenability and
in the design of programs. Note the disproportionate cost of the “Episodic,
Mental Health and Chronic” group, whose costs are about three and one-half
times their numbers. Almost half of the total cost of the population is
concentrated in this, the most complex segment of members. Unfortunately,
this is also the most difficult segment to design programs for or to manage.
But any population program that avoids addressing the needs of the most
complex patients will be doomed to financial failure.

Condition Category Population %

Episodic, Mental Health and Chronic
Episodic and Mental Health
Episodic and Chronic

Episodic only

Mental Health and Chronic

Chronic only

Mental Health only

Emerging Conditions

None

12%
4%
15%
9%
5%
14%
5%
12%
24%
100%

42%
7%
27%
7%
5%
6%
2%
3%
1%
100%
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Example 1: Case Finding and Opportunity Analysis

Considerable analytics can be performed to try to identify classes of patients
who represent both high cost and an opportunity to change the outcome.

One such class consists of patients within 6 to 12 months of end of life. This
class consumes considerable resources, without much affecting the ultimate

outcome.

Service Category
Inpatient Admissions
IP Admissions Medical
IP Admissions Surgical

IP 30 day readmissions
30-day Readmits Medical
30-day Readmits Surgical

Emergency Room visits

Specialist visits
MRI services

Primary care visits

Complex
Population
1,000 per 1000
750 per 1000
250 per 1000
18%

20%

12%
1,200 per 1000
6,500 per 1000
400 per 1000

4,500 per 1000

End-of-life Sub-

Population
2,500 per 1000

2,150 per 1000
350 per 1000
25%

25%

20%

200 per 1000
5,000 per 1000
500 per 1000

3,000 per 1000
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Example 1: Case Finding and Opportunity Analysis

Fortunately, there is plenty of peer-reviewed literature about, and good
outcomes from programs that aim to manage patients at the end of life. We
developed a program and constructed a predictive model to predict those
patients at risk of death in the next 6 to 12 months. Not all patients,
however, are targets for the program. We combine the predictive model and
program with an economic model, ranking members by likelihood death.

Likelihood of
Death in next 12 months

Cumulative population %
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Example 1: Case Finding and Opportunity Analysis

Combining the predicted probability of the event, the likelihood of the
member engaging, and the expected outcome (earlier transfer to hospice, for
example) with the cost of intervention, we are able to determine which
members represent an economic return for a particular program.

Depth of Dive Target ROI Target
Member 4 Dive Intervention Net-Net Cu-m Cum
% Cost Opportunity Savings ROI
001 0.1% $500 $5,000 5,000 10,0
002 0.2% $500 $4,800 9,800 9|8
003 0.3% $500 $4,300 14,100 94
A 4 \ 4
$500 100,000 2.0
$500 $0
$500 -$100
$500 -$500
1000 100%

Max. Absolute Savings
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Example 2: Bundled Payments

CMS (CMMI) has offered hospitals and other providers the opportunity to
receive bundled payments for episodes of care, rather than current fee-
for-service reimbursement. Other payers are also interested.

Under the CMMI Bundled Payments initiative, CMS would link payments
for multiple services patients receive during an episode of care. For
example, instead of a surgical procedure generating multiple claims from
multiple providers, the entire team is compensated with a “bundled”
payment that provides incentives to deliver health care services more
efficiently while maintaining or improving quality of care. Proposers will
have flexibility to determine reimbursement of different providers from
the bundled payment.

The expectation is that bundled payments will align incentives for
providers — hospitals, post acute care providers, doctors, and other
practitioners— encouraging them to partner closely across all specialties
and settings that a patient may encounter to improve the patient’s
experience of care during a hospital stay in an acute care hospital, and
during post-discharge recovery.
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Example 2: Bundled Payments

 From the perspective of predictive modeling, the Bundled Payments
initiative is no different than other applications: it requires modeling to
predict frequency and severity in a population and methods for identifying
and mitigating risk.

e The CMS bundled payment initiative allowed proposers to select their own
episodes and define those procedures that they wished to exclude.

* Providers have focused on inclusiveness (finding as many DRGs as possible
to include in the bundle) to maximize revenue. However, this runs the risk
of heterogeneity: including all sorts of different patients, at different risk
levels and with potentially variable outcomes in the bundle.

* Providers address the variability/unpredictability problem by excluding
many down-stream procedures, re-admissions for complications etc.
While this is a solution to the problem of variability in outcome, it is not
ideal, reducing the provider’s risk to the primary admission only and
destroying the incentive to coordinate care and reduce risk.
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Example 2: Bundled Payments

Optimally, how would we organize a bundled payment initiative?

*Choose the condition or procedure for which bundling is being considered.
Generally these tend to be acute episodes, although some bundlers have also
undertaken bundling of chronic conditions.

|ldeally the episode or condition should be one for which clear treatment
protocols and evidence-based guidelines exist.

*Once the conditions or procedures are identified, investigate what the data

tell us:
* Frequency of different procedures
* Severity
e OQutliers

e |f the episode is admission-based, what is the ideal pre- and post-
admission period for the inclusion of services?

* If protocols/guidelines are available, to what extent does actual
practice mirror best-practice?
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Example 2: Bundled Payments

Optimally, how would we organize a bundled payment initiative?

*Develop a risk adjusted tiered bundle payment that ensures provider is
appropriately compensated in caring for sicker patients. (Ideally, the Insurer
should assume population risk (frequency and severity) not the provider.
*The number of tiers, and the identification of risk factors for tiering patients
will be an empirical exercise.

*Additionally, determine claims distributions in the “tai
outlier/reinsurance discussion.

*Develop a predictive model for prospectively assigning patients at
inception/diagnosis by risk tier.

*Determine the price per bundle to be charged to the payer.

II)

to inform the

The bundler’s reimbursement will be determined by the number of patients
accepted at each tier, the price per bundle per tier, and reimbursement (if
any) for outliers.

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.



Example 2: Bundled Payments

Payment data indicate that for this
state, the reimbursements for the

bundle of activities varied from a low Average cost/bundle

of $20,000 to a high of more than £30.000
$600,000. $70,000
560,000

This range underscores the

importance of identifying a patient's Zzzzz

risk prospectively and of assigning m'm |

the patient to the appropriate m'mﬂ |

stratum for reimbursement. $10.000 |

The risk adjustment process assigns L s s e s e

patients prospectively to the
appropriate stratum; providers are
then reimbursed for the bundle of
services at the rate appropriate for
the patient's stratum.

Decile
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Example 2: Bundled Payments

Looking at average length of stay by decile helps inform the stratification
and outlier strategy.

Avg. Length of Stay per Decile

25 4
20
15

10
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Example 2: Bundled Payments

One possible grouping structure:

. Avg. Lengtl'l of Stay peJr Decile
20 /
: outliers
5 Low risk Me@um High /
u=6.5 risk risk
10 1 |J=8.0-|J=12_0
___.-""

;| ”//—/
0

1 2 3 4 5 & 8 9 10
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Example 2: Bundled Payments

Developing a Model for Bundled Payments

The bundled payment model assigns patients to a risk stratum based on
commonly-available risk factors. RISK FACTORS MUST BE COMMONLY-
AVAILABLE PRIOR TO ADMISSION.

The ideal risk-adjusted bundled payment model will minimize intra-stratum
variation, while maximizing variation among strata. Said another way, the
analysis must identify the minimum number of strata that recognize legitimate
variation in payments, without introducing an overly complex number of strata.

A key to developing the model was to identify risk factors that were correlated
with higher payments. A patient presenting for surgery will then be placed into
one of several strata based on his/her risk factors. The assignment to a particular
stratum must be based on the types of data available when the patient is
scheduled for surgery. Thus, while it is possible to construct sophisticated bundle
algorithms, a practical model must be tailored to available payer (or analytics
provider) data.
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Example 2: Bundled Payments

To develop the model, we used as a measure of relative patient risk the ratio of
average payment per episode to the aggregate average payment. (See
Distribution of Relative Risk Scores). This relative score for each episode was used
as an explanatory variable to predict future payment. A wide range of other
independent variables was tested, including member condition, demographic,
socio-economic status, and lab and blood screenings.

Variables selected for the model were:

. Age Decile Risk Score

«  Sex 10 0.490

. Socioeconomic status

J Diabetes diagnosis 20 0.593

. Metabolic syndrome diagnosis 30 0.662

J Cancer diagnosis

J Mental Health/Psychiatric diagnoses 40 0.728

o Pulmonary disease diagnosis 50 0.793

J Renal disease diagnosis

. CNS diagnoses diagnosis 60 0.880

o Substance abuse treatment/diagnosis 70 1.007

. Presence of other procedures

. Previous inpatient claim for osteoarthritis 80 1.240
90 1.613
100 14.726
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Example 2: Bundled Payments

The key output of the model is the predicted average payment, which was
generated by applying the model weights to each patient's explanatory variable
values. The predicted and actual average costs were reasonably close for risk
score bands 1 and 2, indicating that the model is likely to perform well as a
predictor of cost for patients in those bands. The model somewhat under-
predicted costs for members in risk band 3.

Risk Score Bands, Actual and Predicted Payments

Actual Average Predicted
Risk Score Number of | Risk Score Payment, Average
Band Members Mean Truncated Payment
1(<£0.9) 965 0.80 $29,291 529,814
2(0.9-1.2) 1,842 1.00 $36,689 $37,660
3(>1.2) 650 1.40 $57,053 $53,524
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Example 2: Bundled Payments

It is important to understand how this type of bundling could affect a
participating hospital. This table illustrates how a specific hospital’s current
reimbursement would be affected if it participated in bundling using the
predicted risk score and reimbursement by stratum in the prior slide.

Distribution of Episodes and Reimbursement at the Sample Hospital

Actual
Risk Average Predicted Variance
Risk Score | Number of Score Payment Average
Band Members Mean Truncated Payment
1(<£0.9) 130 0.78 $33,981 $29,814 -54,167
2 (0.9-1.2) 249 1.00 $40,736 $37,660 -$3,076
3(>1.2) 123 1.53 $62,187 $53,524 -58,663
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Example 2: Bundled Payments

Overall the model indicates that our sample hospital will receive less
reimbursement under the bundling model than under the current fee-for-
service model. This provides an incentive for the hospital to increase its
efficiency and ensure evidence-based practice.

Actual and Predicted Reimbursement for the Sample Hospital

Sample Hospital Ratio
Risk Score Band Actual Total Payment Preg:;;c;ir'l":tal Predicted/ Actual
1(<0.9) $4,417,485 $3,875,855 88%
2 (0.9-1.2) $10,143,202 $9,377,372 92%
3 (>1.2) $7,649,011 $6,583,457 86%
ALL $22,209,698 $19,836,684 89%
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Example 2: Bundled Payments

Risk Stratification Model Application

The bundle in the Sample Hospital appears to be composed of higher-cost
providers. Although providers will determine the price they bid for the entire
bundle, this number must fall below the payer’s actual average payment to be
attractive. In this example there is an opportunity for the hospital to negotiate
more cost-effect pre- and post-surgery arrangements.

Descriptions ALL Sample Hospital
Number of Episodes 3,457 502
Payment per Episode S 38,453 S 44,242
Avg. Pre Surgery Payment S 6,203 S 8,352
Avg. Peri-Surgery Payment |S 28,338 S 31,165
Avg. Post-Surgery Payment |S 3,912 S 4,726
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and Exchanges
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3 Rs under national reform

@ Three programs intended to reduce the potential risk and encourage
participation of a wide range of insurers in exchanges.

@ Reduced risk = lower premiums for consumers.
@ Three programs:

Risk Adjustment
Reinsurance

Risk corridors (gain sharing)

@ Operation will require decisions relative to governance, structure, data,
methodology, timing, funding and administration.
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@ Rating changes under National Reform (ACA)

@ Allowable rating factors
Geography
Age (3:1 compression)
Tobacco Use (up to 150%)
Family size

Plan choice: (Bronze/Silver/Gold/Platinum)
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Risk mitigation requires significant funds transfer

S 1 —
i Premium Rebate €=>1 Risk Corridor

L __(excess MLR)__ - /
r—k.,— X ______

Risk Corridor Gain/loss:
l Adjustment [ l [

Earned Premiums

Incurred Claims

Reinsurance Premium
Addn. Risk

T Risk |
Adj.

©2012 Santa Barbara Actuaries Inc. Confidential and Proprietary. All rights reserved.



Actuarial implications of reform: the 3 Rs

Large individual losses are managed with stop-loss pool.

The 3 Rs:
* Risk-adjustment
* Risk-transfer
* Reinsurance

The initial risk imposed by members without prior experience
requires a gainsharing mechanism.

between plans.
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Ongoing risk may be managed with risk adjusted revenue transfers



Gainsharing (risk corridors)

 The Connector has operated different corridors/gainsharing arrangements in
different years.

* Newly-insured lives represented an unknown risk

* The Connector also implemented a stop-loss pool to which all participating
plans contributed.

lllustration of the difference between risks addressed by risk corridors and by risk adjustment:

Risk adjustment Risk corridor
Estimated Claims: 100 Estimated Claims: 100
Experience Experience
Plan A PlanB Average Plan A PlanB Average

120 80 100 120 120 120
Address this difference with risk Address this difference with risk
adjustment: transfer revenue from Plan corridor: both plans receive additional
B to Plan A. reimbursement from the Exchange.
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Gainsharing (risk corridors)

e Gainsharing limits and terms have changed since 2006

* Principles remain fundamentally the same.

» Aggregate risk sharing corridors apply to all Commonwealth Care Health
Plans:

* Aggregate risk sharing corridors of 4% apply above and below the
target medical capitation rate (“Health Plan Full Risk Corridor”);

* Connector Authority shares 50% above and below the Health Plan Full
Risk Corridor; and

e Health Plans return to 100% full risk at 50% above and below the
medical capitation revenue (closed-end risk sharing).
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Gainsharing (risk corridors)

Health Plan Liability

Health Plan

Payments
$638.50

$540.60 -

__________________________________________________________ ’_ _——— i ——

HealthPlan| | = ¢40567
Full Risk !
Corridor & |- RO

$212.84 $408.64 $425.67 $442.70 $638.50

1‘201 1 Target Capitation Rate
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Stop-loss (reinsurance)

* Connector operates a stop-loss pool to which all Commonwealth Care
Health Plans must contribute.

* Health Plans fund the pool at 1.25% of the capitation rate - pool pays 75%
of incurred claims above a $150,000 attachment point.

* Experience-rating also occurs if the pool runs a surplus or deficit.
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Risk adjustment

« Connector does not fund the Commonwealth Choice program.
 Applied based on age and sex of enrolling members.

 Claims-based risk factors were developed, using DxCG Medicaid Model
* New entrants continue to be age-sex adjusted.

 Adjustment calculations performed by the Connector Authority staff using
data provided by MassHealth (Medicaid), the enrollment and billing
administrator.
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Risk adjustment

The PMPM capitation rate to be paid to the Health Plan is equal to:
Target PMPM x RFx + Admin.

Where:

Target = Statewide Medical only Target for the Commonwealth Care Program = $394.00
PMPM! (before any adjustment for hospital tax, but includes pharmacy costs)

Total Members

RFi .= X  (Geo,x Plan, x Disc; x Risk;) / (Total Members)
i =1

Where:

Geo ;; = Geographic (region) factor for Health Plan j Member i. 2!
Plan;; = Plan Type factor for Member i in Health Plan j.
Risk; = Risk factor for Member i in Health Plan j.

Disc, is a factor that represents a discount offered by the Health Plan. It does not apply in FY 2012.

I This capitation amount includes prescription drugs, but does not include any adjustment for Health Safety Net (Uncompensated
Care) hospital assessment.

12 Note that in Massachusetts, health plans serve multiple geographic regions and offer different plan types. This calculation develops a
plan-wide adjustment factor.
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Risk adjustment

Example of calculation of overall adjustment factor

Rating Factors

Member |Plan Type Region Age Gender Plan Type | Geographic Risk Total
001 I North 27 F 1.0619 0.9468 0.8694 0.8741
002 * I North 22 F 1.0619 0.9468 0.9970 1.0024
003 Il North 35 M 0.9461 0.9468 0.9108 0.8159
004 * Il Central 44 F 0.9461 1.1589 1.0350 1.1348
005 1] Central 54 M 0.8909 1.1589 1.2533 1.2941

Avg 1.0242

* Members 002 and 004 had seven or more months of experience during the historic experience period.
Therefore, they receive a DxCG risk factor rather than an age/gender risk factor.

Example (member #2): RF,, = (1.0619)(0.9468)(0.9970) = 1.0024

Payment to this Health Plan in the first quarter of Fiscal Year 2011 is

prospectively adjusted for the increased Total Average Rating Factor and
becomes: $393.67 x 1.0242 + $32.00 = $435.20
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3 Rs: result

Reinsurance (stop-loss) experience:

Loss-ratio 80.7% 137.4% 54.7% 67.1% 101.4% 81.8%

Cumulatively the pool has generated a surplus which has been
experience-rated back to the plans.
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3 Rs: results

Risk-adjustment (Q1 2012):

Rel. Risk Score +5.9%  (8.8%)  15.3% 16.1% (2.1%)

*Net risk adjustment in Q3 2012 is 3.9%, amounting to a net transfer to
the participating plans of $6.8 million.

*The method of risk-adjustment chosen by the Connector does not result
in budget neutrality.

*The concurrent, budget-neutral approach of the ACA does not allow for
this change in the underlying risk profile of the covered population.
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3 Rs: results

* Risk Corridor: Gainsharing has operated according to different parameters
in different years.

* Aggregate net payments/(receipts) over the last few years have been in the
range 1%-2% of premiumes.

e Gainsharing results for individual plans have been larger, with several plans
being reimbursed by the state between 3% and 5%, and on occasion plans
reimbursing the state double-digit percentages.
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This is not an exhaustive bibliography. It is only a starting point for explorations.

@ Duncan, I. Healthcare Risk Adjustment and Predictive Modeling. 2011 Actex
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Selected references (contd.)

@ Dove, Henry G., Duncan, lan, and others; Evaluating the Results of Care

Management Interventions: Comparative Analysis of Different Outcomes
Measures. The SOA study of DM evaluation, available on the web-site at

http://www.soa.org/professional-interests/health/hlth-evaluating-the-
results-of-care-management-interventions-comparative-analysis-of-
different-outcomes-measures-claims.aspx

Also available as: “Managing and Evaluating Healthcare Intervention Programs

(2008). Actex Publications.

Winkelman R. and S. Ahmed. A comparative analysis of Claims Based
Methods of health risk assessment of Commercial Populations. (2007
update to the SOA Risk-Adjuster study.) Available from the SOA; the 2002
study is on the website at:

http://www.soa.org/files/pdf/ asset id=2583046.pdf
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