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At the end of this section you
should be able to:

Objectively describe the current level of medical care
safety.

Distinguish adverse events and error

Discuss a model that demoenstrates how errors occur and
now they might be prevented or mitigated

Describe the features of a high reliability organization and
its resultant culture

Discuss the high reliability culture of aviation, how It has
changed in the last 30 years, and its relevance to medical
safety

Outline things you can do tomorrow that will make a
difference in the culture of safety within your organization






IHow safie do you think
medical care really 1S?

To what woeuld you compare the
rsk?
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Medical care Isia leadingl cause of
death inithe U.S.

« Viedical errors are one ofi the nation’s leading
causes ofi death and injury.

* |nstitute ofi Medicine estimates that as many as
44 000 to 98,000 people die in U.S. hospitals
each year as the result ofi medical errors.

* More people die from medical errors than from
motor vehicle accidents, breast cancer, or AlIDS.



Definitions

« |OM definition of error:
= the failure of a planned action (error of execution)

= [he use of a wrong plan to achieve an aim (error of
planning).

« Adverse event (AE):

= an injury resulting frem; a medical intervention
= Not due to the patient's underlying condition

« Adverse events and errors may be related
= Error may cause AE (fatal overdose)
« Ermor may not cause AE (Abx given 2 hours late)

« But... the absence of an adverse event does not
make the error disappear — you still have the
faillure of a plan



1900 OMIReport: To Ernris Human

« Building a Safer Health Care System

= One millien injuries and 98,000 deaths each year from
preventable medical errors

= 3th leading cause of death in the U.S.
= Cost: between $17 and $29 billion per year

« The call to action
= Non-punitive error reporting systems
= legislation for peer review protections
= performance standards for safety assurance
= ViSible commitments to safety improvement

= attention to medication safety
Source: Institute of Medicine 2000.



e rest ofi Cicere’s famous guote

To err 1Is human...

...0Ut to persevere In error Is
only the act of a fool.



Sources of human error

i, Perception
\We see and hear what we expect

2. Assumption
\We believe that things are a certain way.

3, Communication

\WWe say what we mean, but others hear what they
perceive

Example: the childhood game, Telephone






Recipe: for fallure

« Start with a complex system

« Engage multiple interconnected parts
« Operate it 24/7

« Resist standardization

« Adopt a culture ofi individualism

« Pay Irrespective of level of guality



Why do we have safety problems?

i

L

-

-

ncreased complexity of systems
Rapid rate of technological change
=QCUS on cost-effectiveness

nformation overload

« Multiple, competing regulations
« A culture ofi autonomy In medicine



Why do we have safety problems?

* Relying teo much on human memory

« Poor communication

« Unre
Multi

i

Standarc

lab

nle

e handoffs at care boundaries
KINAS of equipment - few

S

* [nadequate orientation, induction and
rehearsal



PEerson vs. System

« People make ernnors « Systems fail

* Eind the cause and « Focus on the multiple
Dlame, shame and components that
train contribute

* To Improve safety, fix * To Improve safety, fix
the person the system

Boeth and neither are the problem —
Personal awareness and systems
thinking are necessary for safety



Batalden / Berwick Law

Every system Is perfectly
designed to produce just the
results it produces.

Donald Berwick, MD



Swiss cheese model of system failure

e Distraction

e Autonomy desires

e Non standardization
e Inadequate processes
e Unanticipated events
e Schedule changes

e Random noise

e Communication

e Arrogance

e Cognitive errors

e Perceptual errors

e Busting the rules

e Being ‘creative’
Latent weaknessesgEaN[eia=To[aaliuilale W =11{017=
was a possibility

Known weaknesses

Hazards

Reason, J. BMJ 2000:320:768-770



e need for nigh reliability

« Reliability — the degree to which an action
Ol test produces a consistent result

= In COIl language: Doing things right

« \Validity' — whether or not the correct result
Wwas achieved

= In COI language: Doing right things

A high reliability process consistently achieves
the correct outcome




Medicine Is a cottage industry

« We work ene patient at a time

* |ndividualized solutions

« Perfection of individuall eutcomes
« Autenomy. Is revered

* Jlechnical skill more important than
iInterpersonal skill'in training

= [nitial focus on scientific training may not
0e maintained over time (e.g., evidence-
pased medicine)




MID’'s are different than administrators

Administrators Physicians
« Work In teams « Work alone
« Healthcare Is a business  +« Healthcare is a profession
« FOcus on organization « Focus on patient
« Systems training « Science training
« Optimize big picture « Optimize single outcome
« Lead by training « Lead by personality
« Standards driven « Autonomy driven
« Compliance focus « Edge of envelope focus

« Quality Is a property of « Quality I1s a property of the
the erganization doctor-patient relationship



What have we learned from
other Industries, such as
aviation, that have focused
On safety?



You must read this book

“Nine long years after the Institute of
Medicine told us nearly 100,000 patients
die each year from avoidable errors in
our hospitals (To Err Is Human, 1999),
the struggle to significantly reduce major

patient injuries has barely begun. The A\ e "‘i.,“.'.‘a':',‘:,ﬁs‘!,'?g'}‘,,’:::
primary reason it's so tough to change Al Quality Care
the system is that no less than the 11l -
culture of medical practice has been
challenged and is, in effect, resisting
change. This is cultural inertia, the ‘“This
Is the way we’ve always done it’
syndrome, yet the root cause of poor
patient safety performance lies squarely
in the mythology that human perfection

. A . . uction hy L gapo, ol
in medicine is achievable—the John Jﬁﬁ:

presumption that humans can practice -

without mistakes.”




PErspective: 5 years petween 2001
101 2006

« Aviation: Zero commercial aviation deaths

« Medical Care: 250,000 — 600,000 patient
deaths attributed to medical error

« This Is the eguivalent of: flying 1,400 fully
loaded 747s into the ground

« Why' Is aviation so much safer?

Nance, “Why Hospitals Should Fly”



e Tenernfe Stony.

« |n 1977 twe fully loaded 747s collided on a foggy
runway. Killing 583 people

« Viajor contributers to the accident:

Perception
Assumption
Communication
Halo efifect

Normalized deviance in not following standard
procedures

| oss of situational awareness

* In'the next 30 years commercial aviation
transformed into a high reliability industry



VWhat did aviation learn ever those 30
years?
« SemMe errors can be eliminated: by
engineernng redesign.

« BUL... the evernvhelming majoerity ofi errors
can not be engineered out of the system.

« Why? Because humans make errors. Any
process with people Is prone to error.

* No amount of prevention will change this.



T'he best defense

* You can catch ernrors If you have good systems,
processes and teams.

* Jhe best defense Is a collegial interactive team.

« |t pays to be a little paranoid when you're doing
things with high' error potential:
= | must assume | will make mistakes

= | must believe that the most likely outcome of my next
action will be an error If I'm not mindful

« If| don’t remain focused, this is the time | will get
caught.



Erier preoefing... IS It reliable?

In January 2002, two women died during the same routine heart
procedure in the same room. They were both mistakenly given
nitrous oxide instead of oxygen because a device that regulates
oxygen flow was plugged into a receptacle that dispenses nitrous
oxide. The flow regulator was missing one of the index pins
designed to prevent such mix-ups. The mistake-proofing
depended on pins connecting the oxygen regulator at 12 and 6
o’clock and the nitrous oxide regulator at 12 and 7 o’clock. The
missing pin broke off. A mistake-proofing device failed.

rEa

L 010 ow would
' you have error
proofed this
system?




Design + Culture + Backup

« Avold the errors that you
can by good system
design (engineenng)

« Jap the erroers you cannot
prevent through collegial
Interactive teams (lbehavior
change)

« Mitigate the consequences & &
of the errors you cannot
trap (back up strategies)

Evolution of CRM in Aviation, Robert Helmreich
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Why facters contributed to) this
airplane crash?

« Ambiguous dawn light
« Construction causing abnormal taxi path
« [Distracting conversation during taxi

« Failure to cross check runway heading
With Instruments

« |Loss of pesitional awareness
= Distracted Air Traffic controller

A nearly exact recreation of this event at this same airport
occurred in 1993 when the tower retracted a takeoff clearance
after it realized a commercial just was on the wrong runway



Case example

« December 29, 1972, at
about 2330 EST Eastern
Elight 401 crashed in the
Elorida Everglades as 3
pilots flew' a mechanically
Intact aircrait into the
ground while trying to
troubleshoot a landing
gear problem signaled by
a non-illuminated light
pull.

| =5
l-l-_--llh.l |.'r-||l._..+|-| o B LLEYT

] ‘-sm vive' Plane |:£u-.h..
Death Toll Jumps te 96







EASTERN AIRLINES FLIGHT 401

—--Iu!_f‘ﬁ& DECEMBER 29, 1972
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How: could these two acclidents
have been prevented?

« \What were the contributory design flaws In
these two accidents?

« What cultural iIssues contributed to inability
o detect the errors?

« What mitigation strategies could have
pbeen in place to minimize the effect of
Undetected errors?

Design + Culture + Backup



Elements of Aviation Safety.

* Checklists to reinforce habit patterns

« Recurrent proficiency recertification

« Standardized Communication

« Pilet inf Command concept

« Aviation Safety Reporting System

« Air Trraffic Controel Procedures

« Crew Resource Management

« NTSB utilizes EMEA and RCA procedures

See how many of these have analogs in medical care



Cessna 172

Preflight Inspection
Cockpit
Aircraft does (ARROW)  Check
Weight & Balanc= Check
Farking Brake Set
Control whesl lock Remuove
Hobbs/Tach Check/Remove
Igmirtian O
Avionics Power Switch Off
Mlaster Switch On
Fusl quantity indicators Check
Fitot Heat On
Awionics Master Switch On
Awanics Cooling Fan Audible
Awionics Master Switch Off

Siatic Pressure &1 Src Valve  OFf
Annunciator Panel Switch  Test
Annunciaiors lluminate  Check

Annunciaior Panel Switch Off
Flaps Extend
Pitot Heat Off
Blaster Switch Off
Fitat Tube Test for Heat
Fusl shuloff valve i {lm)
| Fuselage and Empenage |
Baggage Door Closed & Locked
Rivets Check
Rudder Gust Lock Remowve
Tail Tie-Drown Disconnect
Contral surfaces  Free & Secure
Trim Tak Check Security
Antsnnas Check Securt
Right wing
Wing tie-down Disconnect
Ailleron Free and Secure
Flaps Secure
bdain whesl fire Inflated!Cond
Srakes Mot Leaking
Fusl tank sump Sample
Fusl Quaniity Check
Fusl Filler cap Secure
Nose

Enging gil level Check
Fus| strainer Sample

Propeller and spinner Check

Preflight

Alternator belt Check
Airintake Check
Carburstor air filter Check
Landing lights Check

Mose wheel strut & tirs Check
Mosa-Tie down Disconnect
Stafic source opening Check

Left Wing
Wing tie-down Disconnect
Aileran Free and Secure
Flaps Secure
Main wheel fire Inflated/Cond
Srakes Mot Leaking
Fusl tank vent cpen Check
Fusl tank sump Sample
Fusl Cuanidity Check
Fusl Filler cap Secure
Pitot fube  Uncowver and Check
Stall waming Check
Landing/Taxi Light{s) Clean/Cond
| Before starting engine
Frefight imspection Complete
Fassanger Brigfing Comiplete
Seats, belis Adjust & Lock
Coors Closed & Lochked
Brakes Test & Set

Circut breakers Check In
Electrical EquipiAutopilat Off

Avianics Power Switch Off
Fusl Selector Valve Both
Fusl shulo valve on {In
Throttle Cipen 174 inch
Pizture Rich {IM)
Carb heat Cold {IM)
Frime As required; locked
A Fuel Purmnp Cn
Propeller area Clear
Mlaster Switch On
Beacon Cin
Igritian Start
Throttl= Adjust 1000 rpm
il Pressura Check normal
A Fusl Pumgp Off
Avianics Master Switch On
Radios Cin

Cessna 172

Tramspondsr Standby
Flaps Up
Armimister Check
Heading Indicator Set
ATIS/AWOS/AS0S Obtain
Altimeter Set
Autopilat Engage

Flight Controls Mowe Against AP
Autapilat Disconnect (Sound)
Depariure &Taxi Clmee  Contact

Farking brake Set
Cabin doors Closed & Locked
Seats, befts Adjust & Lock
Flighit controls Free & Correct
Instruments (4) Set
Fusl Cuantity Check
Fuel Shutofi Valve On
Mixture Rich {IM)
Fuel Selector Valve Buoth
Elsvator Trim Set for TAKEOFF
Throttle 1800 rpm

bagnetos Check

Suction gage Check

Enging Instruments Check

Ammeier Check

Mixture  Set for Density Alt

Carb heat On

Annunciator Pansl Clear
Throttle 1000 rpm
Throtile Friction Lock Adjust
Strobe Lights On
Radios/Avionics Set
Autopilat Off
Flaps  Set for Takeoff [0°-10")
Farking Srake Release
Windows Closed
Flaps Up
Carb heat Cold {In)
Tramspondsr Altitude
Trim set for TAKECFF
Throtile Full
Tach, zil, airspead Check
Elevaior Lift at 55 KIAS
Climb T0-80 KIAS

In Flight

%

Fitch Sat
Thrattle As required
Trim Sat
Mizture Adjust
Pre-landing checklist
Fuel selector On
Mixturs Rich
Carb Heat On
Seathelts Fastened
Approach
Flight imstrumznts Chd & Set
Radios Chechked
ATIZ Chechked
Carb Haat i | Ot
Mixturs Rich
Landing light On

Airspeed  65-T5 KIAS (Flaps Up)
G0-70 KIAS (Flaps Dn

After landing
Flaps Up
Carb Haat Cold {Inj
Tramsponder Standhby
Landing light Off
Avionics Off
Elactrical Off
Throttle 1000 RPM
Mixturs Cut-off
Igniticn switch O
Master switch Off
Securing the aircraft

Control Lock Install
HobbsTach Record
DioonNindow Secure
Tie-downs Secure

ATIS

Ground

Tower

Cluh

Fusl




Procedures

Take-off checklist Complete
Taxi Mace rumway
Brakes Set and hold
Flaps 10=
Throtte Full
Brakes Release
Clirnk 57 KIAS
Flaps Retract when clear
Airspesd 67 KIAS

Pre-anding check Complete
Approach G2 KIAS
Flaps 300
Throitle Maintain glide
Touchdown Power Off
Flaps Up
Blevaior Full up
Sraki Heavy as required

Take-off checklist Complete
Flaps 10°
Taxi keep rolling
Climnb 54 KIAS
Flaps retract
Airspesd 57 KIAS
Fredanding check Complete
Throttle 1500 RPM
Flaps 10°
Airspesd &0 KIAS
Touchdown Main first, softly
Landing rall Mose wheel up
Elevator Up
Sraki As reguired
Throttl=s Full
Carb Haal Cald {In)
Flaps 200
Climnb 55 KIAS
Flaps 10°
Climnb &0 KIAS
Flaps Up

Climb =G0 KIAS

Emergency

Engine failure
TAKEDOFF
Throtle Idle
Srakes Apply
Flaps Retract
Bizture IDLE cut-off

Ignition Off
Mlaster switch Off
AFTER TAKEOFF

Alrspesd &5 KIAS [flaps UP)

G0 KIAS (flaps DN)
Beliziure Idle Cut-off
Fuel shutof valve (OFf [ Ciut)
Igmition Off
Flaps As Required
blaster switch O
Cahin Doors Unlatch

Land Straight Ahead

Alrspesd
LCOOK FOR A FIELD

&5 KIAS

Fuel shutof valve Zn {In)
Fuel s=lector valve Both
Aux Fuel Pump Switch Cn
Primer In & Locked
Mizture Rich
Ignition BOTH [or START)
Airspead 65 KIAS [flaps UP)

G0 KIAS (flaps DM)
Bizture Idle Cut-off
Fusl shutof vakle (OFf [ Ciut)
Igmition O
Flaps As Required
Mlayday Transmit 121.5
Pelanrclay Squawk TT00
Mlaster switch Off
Cabin Doars Unlatch
Touchdown Tail Low

Carburetor Icing

Throtle Full
Carb Heatl Oy (D)

Mlixiure Adjust

Mlagnetos
Melixiure

Check
Lean as necessary

Emergency

Engine Fire during start

Crank Continwe

Engine  Shut down and inspe

Femwer 1700 RPM {2 min)
ﬁmim Fire during flight

Mixturs Idle Cut-off
Fusl shutoff valve Off {Owt)
Master Switch Off
Boost Pump Ot
Cabin Heat/4ir Off

Airspeed 100 KIAS
Electrical failure

Load meter Verify
Alternator OHff
Reduce load to minimum
Broakerialt Check & Rest
Alternator On
If still mo power:
Alternator Off

Reduce load and lamd

Electrical overload

Master Switch Off
Master Switch Om
Cryer-voliage light Oiff

or TERMINATE flight ASAP
Spin Recovery

Reference
V-Speeds (KIAS)

Faotate Wy 55
Mormal Climb Out | W, | 70-B5
Max angle W G
[Sea Level)
Mazx angle W G5
(10,000 ft)
Climb rate Wy e
[Sea Level)
Climb rate W, 71
(10,000 ft)
Mansuver Va B2-00
Flaps Vi BE
Mormal max Vea [ 127
Maver excesd Ve | 158
Stall (clean) s 44
Stall {land) Ve |33
Final Flaps §0-70
Approach | Mo flaps G5-78
Max Glide Gl

Eilerons HEUTRAL

Throttle IDLE

Rudder Full cpposite

Control whesl Full forward

Rudder controliwhes! Meutral

Fitch Lewel

Signal On Ground In Flight
Steady Green Takeoff Land
Flashing Green Taxi Refum fo land
Steady Red Stop Give way
Flashing Red Clear rumaay Dig not land
Flashing EE: Return to ramp -
Red/Gresn alternating WARNING — USE CALTION

Juliat
Eilc
Lima
Hikc
Hovenbad
QEcal
Papi
Quak=ac

R

Tankas

Tulu




THE NEW YORKER

“If a new drug were as
effective at saving lives
as Peter Pronovost's
checklist, there would be
a nationwide marketing
campaign urging doctors
to use it.”

The Checklist

If something so simple can transform
Intensive care, what else can it do?
by Atul Gawande

December 10. 2007




Surgical Safety Checklist

Before induction of anaesthesia

Before skin incision

% World Health | Patient Safety
urgaﬂi!ﬂtiﬂ" A b Allanss ar fwter sl Bars

{with at least nurse and anaesthetist)

(with nurse, anaesthetist and surgacn)

O confirm all team members have
introduced themsalves by name and role.

] Confirm the name, procedurs,
and where the incision will be made.

Has antibiotic prophylaxis been given within
the last 60 minutes? .

] es
O Mot applicable

Before patient leaves operating room

{with nurse, anaesthetist and surgeon)

Murse Verbally Confirms:

OO The name of the procadure

[ Completion of instrument, sponge and neadle
counts

1 Epemrerl labelling (read specimen labels alowd,

ncluding patient name)

[ Whether thers are any equipment problems to be

addressad

Anticipated Critical Events

To Surgeon:

O What are the critical or non-routine steps?
O How long will the case take?

[0 What is the anticipated blood loss?

To Anaesthetist:

[l Are thers any patient-specific concems?

To Mursing Team:

O Has indl indicator results
e

[ Are thers equipment isswes or any concems?

Is essential imaging displayed?
O Yes

O Mot apglicable

This chedklist is not imtendead to be comprehensive. Additions and modifications to fit local practice are encouraged.

To Surgeon, Anaesthetist and Nurse:

O ‘Mmareﬂle concerns for recovery and
this patiant?

Rievisad 1 7 2009 & WHO, 2009



Recurrent Recertification

« Biennial Elight Review g 2 years

« Alrcraft Inspected g year

« Rented aircraft inspected g 100 hrs
« Elight physical g 6-24 months

« Navigation radies, altimeter, Emergency
Locatoer Transmitter batteries g 3-24

« What do we do similarly in medical care?



Standardized Communication

« Phraseology IS standardized

s American Four Seven Zero, descend and maintain
Two Niner Thousand.”

« Readback of critical communications

= ‘Cessna Four Seven Juliet hold short runway Two
Five.”

« Important communications are structured and
Invarant

= Clearances, weather reports, briefings

« What do we do similarly in medical care?



Pilet 1 command (PIC)

« “The pilet In command (PIC) ofi an aircraft IS
directly responsible for, and Is the final authority
as to, the operation ofi that aircraift.”

« What Ifi there are 2 pilots, or pilot and Iinstructor?

= Ihere can be only one PIC
= | have the airplane”.... “You have the airplane”

« What do we do similarly in medical care?



Aviation Safety. &Y Asrs
Reporting System

« Wo-thirds of all aviation accidents and
Incidents have their roots In human
PErfermance Errors.

« ASRS Is a NASA program to identify
deficiencies and discrepancies In the
National Aviation System

« \VVoluntary, confidential reporting

« EAA will not to use ASRS information
against reporters in enforcement actions

« What do we do similarly in medical care?

Aviétfan Safety Reporting System



Allr Trraffic Control Procedures

« Cessna 123WH cleared to Bellingham via
the Needle 2 departure, direct Paine VOR
then radar vectors to Bellingham. Expect
four thousand. Sguawk two one three six.
Contact Seattle Departure one two five
point one five on reaching two thousand.
Clearance void If not off by one two zero

zero. ATC time one one four five and one
half.

« What do we do similarly in medical care?



Crew Resource
Vianagement

« Anl approach te crew teamwork,
often used in high reliability
organizations, Which emphasizes
the management of human
factors and the use of all
availlable reseurces, I.e.,
Infermation, equipment, people
etc., to achieve safe and efficient
system operations.

« Focus on coordinated team effort

« WWhat do we do similarly in
medical care?




CRMIComponents

« Situational Awareness

« Group Dynamics/ T'eam Decision Making
« Effective Communication

« Leadership

« Assertiveness

« Shift Planning and Event Analysis

« Conflict Resolution

« Workload Management

« Risk Management/Mitigation

= Stress Management



EASTERN AIRLINES FLIGHT 401

—--Iu!_f‘ﬁ& DECEMBER 29, 1972

L

00 Feep™

188 Knots ﬁ%ﬁ“’% | ﬁ////is N

F/0 still flying
Corrects autopilot
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Recognizes
autopilot error

AIRPORT




Eallure Modes and Effects Analyses and
ROt Cause Analyses

RCA EVIEA
« Reactive « Proactive

= Specific Event = Specific Process
« Diagram « Diagram process flow

chronological steps * “What could occur?”

« Focusing on a

« “What occurred?” :
, processes potential
* Focus on an event's failures

system failures « Prevents failures

* Prevents failures from before they occur
leoceurring
Ask “why?” Plan for what’s bad

7 times and likely



TTRIngs you can do

[omorrow te make a

difference in patient
safety



Major themes

« IHelpr design systems that minimize errors
and prevent them from appearing

« Jrap errors through collegial team work
« Mitigate and rectify errors

« Adopt Just Culture principles
= Console the error
= Counsel the at risk
= Punish the reckless

« Learn from mistakes



Behavioral Appreaches tor Safety.

Reward and reinforce behavior ($, praise, etc)
Appeal to altruism (deing the right thing)
Alignment of goeals

Good system design

Redundancy

Dissatisfaction with complacency.

Checklist mentality

Facilitating functions (convenience = compliance)

Forcing functions (structures that do not allow alternatives
to the desired outcomes)

Avold punishment:
=« It tells people what not to do, but not what to do
= Undesired behavior usually returns
= However — natural conseguences are great teachers



Reflection Task

« Pick a patient safety faillure event with which you
arne familiar

« Ask “why?* as many times as you can until you
[each the root cause or causes or understand what
IS a complex multi-factor causality chain

* Think threugh the reason It occurred

= How could you re-engineer the process so that the error
could net ocecur?

= How could you change the culture to detect the error If it
did occur?

= How could you mitigate the adverse outcome If the error
went undetected?
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