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Definitions

DESIGN - 1s the synthesis of a means to serve a human need
- 1s an art that makes use of science and technology

ERROR - 1s an unwanted, unwonted exchange of energy

RISK of an event - is some function of undesired consequences that might
occur and the probability of their occurrence. Two common definitions of
risk are:

O (consequences x probability) = expected value, and

O (worst possible outcome)

but risk could be defined in more complex ways

SAFETY - is acceptable risk



The Usual Steps in System Design

1. Problem identification, based on
errors Cinefficiencies “complaints

2. Task analysis
“lobservation analysis of mental workload
Cinterviews and focus groups Cactivity recording
“analysis of information flows and situation awareness
“simulations

3. Mathematical modeling

[statistical models _dynamic models
"decision theoretical models “event trees
“logic trees [cause-consequence models

4. Detailed design/redesign, with help of all actors involved

5. Controlled experiments and simulations to refine and
validate

6. Pilot testing in-situ



What 1s Human Factors En gineerin g?

Psychology and systems engineering disciplines applied to
human tasks and hu man-system interaction :

to [understand error causation, inefficiency
“redesi gn physical environment, techno logy
"rredesi gn task an d ad ministrat 1ve proce dures
_improve training
(The subset o f HFE called ergonomics, which is biomechanics

and physiology applied to spatial arran gements and physical
work, 1s of diminishing importance as automation takes over

physical work and hu man tasks become more cognitive.)



SHEL MODEL OF HUMAN INTERFACES

H
[ HARDWAR E]

human-| machine

[ S language L W body ( =
SOFTWAREJ K LIVEWARE J stressors kENVIRONI\/IENT

inter- [personal

L
[ LIVEWARE j




The Procrustean bed:
forcing the human to fit the technology




DISPLAY-CONTROL COMPATIBILITY
(E.G., THE STOVE BURNER CONTROL PROBLEM)




DESIGN OF SCALES AND NUMBERING




Combining two related variables
Into one integrated display
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Ecological display in process control
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Temporal Analysis of Nurse Tasks (in Surgical Procedure)

Concurrence of Exits, Handoffs, Counting Activities with Procedure Benchmarks
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Table 3: Safety Compromising Events and Contributing and Compensatory Factors

Event

Contributing Factors*

Compensatory
Factors*

Event
Detection**

A|B|C|D|E|[F|[G|H]|I

N|O|P

ND | Self | Other

Wound
dehiscence

¢ ¢

v

Intra-operative
tissue injury
requiring
surgical revision
#1
Intra-operative
tissue injury
requiring
surgical revision
#2

Medication
administration
error#1

Medication
administration
error # 2

Adverse drug
reaction

Wound
contamination #
1

Wound
contamination #
2

Hypothermia

Inadequate pre-
operative
preparation

Near-injury to
inexperienced
assistant




Predictor display (for train)
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Supervisory control

feedback of system state

/

human - e controlled
computer

operator - L pProcess

I

feedback of computer's
understanding of commands




| evels of automation

Tale 1. AScde of Degreesf Automation

The computer offersno assstance; the human mug do 1t all.
The computer suggets altemative ways to do the task.
The computer sdeds one way to do the taskand
execuesthat suggetson 1f the human approves,or
allowsthe human aredrictedtine to veto before automatic execition, or
execuesthe suggeson automaticaly, then necessaty mforns the human, or
execuesthe suggeson automaticadly, then informs the human only if asked.
The computer sdeds the method execuesthe task, and ignoresthe human.
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Telepresence (e.g, In materials handling)

mental model, including
sense of being present with
environmental object(s)

teleoperator or computer

(hardware or software)
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human operator, display
and control interface



Reason’s model of an accident:
penetration of multiple barriers
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SOME CAU SES OF HUMAN ERROR
I Lack of feedback

] Capture

_JInvalid mental models

I Wrong track of hypothesis verification
] Stress and perceptual narrowing

I R1sk homeostasis

] State of the nervous system



Shift work: fithess for duty

CIRCADIAN EFFECTS
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Metaphor of Organizational Resilience
to unpredictable incidents and anomolous events

QuickTime™ and a
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are needed to see this picture.
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